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Abstract

This dissertation studies denial-of-service (DoS) attacks in peer-to-peer (P2P) net-

works, and electronic commerce infrastructure for such networks.

In the first part of this dissertation, we propose attack containment techniques

that make search and resource discovery protocols in P2P networks more resilient to

DoS attacks. We describe the importance of attack containment as a complement to

prevention, detection, and recovery techniques. We describe a simple but effective

traffic model that can be used to understand the effects of application-layer, query-

flood DoS attacks in P2P networks. We develop a threat model that describes how

good and malicious nodes are captured by the traffic model, and we describe the

results of simulations based on the model. Simulations are run on both synthetic

and real Gnutella network topologies, and on the Chord distributed hash table net-

work. We analyze how different query acceptance policies can contain the effects

of query-flooding DoS attacks. We also describe a DoS attack against the resource

discovery mechanism of a P2P protocol called GUESS. Nodes in a GUESS network

use a data structure called a pong-cache to keep track of other nodes in the network,

and malicious nodes can “poison” pong-caches with malicious node ids. We describe

how to contain such attacks using an ID smearing algorithm and a dynamic network

partitioning scheme.

In the second part of this dissertation, we develop an architecture that can be

used to support electronic commerce in a P2P network. We report on a prototype

implementation of the architecture that allows mobile and wireless devices to make

purchases using a digital cash scheme called PDA-Payword.
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Chapter 1

Introduction

The existing client-server based Internet is vulnerable to various forms of attacks

against servers. If a few servers are disabled due to a malicious attack, many clients

may be unable to continue to function or execute transactions (such as making elec-

tronic commerce purchases). For instance, in February 2000, the eBay, E-Trade,

Amazon, CNN, and Yahoo web sites were victims of denial-of-service (DoS) attacks,

and some were disabled for almost an entire business day [31, 82]. This meant lost

revenues and interruption of service for legitimate users.

The attacks that took place in February 2000 were “network-layer” denial-of-

service attacks, in which the perpetrators commandeered a number of client hosts,

and instructed those clients to send large numbers of network-layer data packets to

the victim servers. Because there were relatively few such servers, and they were

overwhelmed with the large number of packets, the servers were unable to respond

to packets they received from legitimate users. These attacks were, in part, possible

due to the current client-server based architecture of the Internet in which relatively

few servers are used to provide service to a much larger number of clients.

In contrast, in a P2P (or peer-to-peer) system, nodes in the network can function

as both clients and servers, and server functionality is distributed across many nodes

in the network. In such a system, even if a fraction of those nodes is unavailable

(due to, say, a network-layer denial-of-service attack), clients in the network can

still execute transactions due to the larger number of nodes that can function as

1
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servers. However, although P2P networks are not as susceptible to network-layer

denial-of-service (DoS) attacks as traditional client-server systems are, P2P networks

are susceptible to “application-layer” DoS attacks.

Most techniques that have been developed to date to deal with denial-of-service

focus on network-layer attacks [13, 136, 191, 192, 157, 158, 190, 63, 181, 70, 27,

146, 86, 145, 4, 210, 147]. Yet, P2P systems are very vulnerable to application-layer

attacks, even if they are immune to network-layer attacks. In an application-layer

attack, large numbers of application requests or messages (e.g., deliver email, open

account, find page) can deny service to clients. These attacks can be more damaging,

relative to the effort that the malicious party needs to expend, than network-layer

attacks since each small message can cause a server to waste significant resources. For

example, a short query message to a web search engine, asking for many terms that

occur in many pages may cause it to retrieve and process many long inverted lists.

Fortunately, since requests require the server to expend a significant amount of CPU

and/or disk I/O resources, the server can afford to spend some time deciding which

requests to honor. In contrast, routers processing network packets cannot afford to

spend as much time making such decisions, else the overhead will be too high.

In a P2P system, nodes are typically expected to do work for each other, and nodes

rely on other nodes to execute application-layer requests to carry out system functions

such as searching for documents. For example, a node searching for a document can

ask other nodes to look for the document in their local file systems or databases.

Those nodes can, in turn, ask additional nodes to look for the document. In such

a fashion, a single node can indirectly ask many, many other nodes in the network

to do work (i.e., query a database) on its behalf. If that node is malicious, it may

be able to ask many, many nodes to do a lot of work on its behalf, thereby making

them unavailable to do work on behalf of good, legitimate nodes in the system. That

is, a malicious node may be able to deny service to good nodes simply by asking

nodes to do a lot of work on their behalf. Clearly, some way of fairly dividing up

the processing capacity of nodes in the network is needed. The development and

evaluation of techniques to divide up processing capacity to mitigate the effect of

application-layer denial-of-service attacks is a central focus of this dissertation.
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In this dissertation, we build an understanding of, and develop techniques to

mitigate application-layer attacks in P2P networks. Once a P2P network is insulated

against DoS (and other types of attacks), the network may be able to serve as a

secure substrate for electronic commerce transactions. Thus, once we study how to

mitigate application-layer DoS attacks in P2P networks, we then study how electronic

commerce might take place in such networks.

In this introduction, we provide an overview of P2P systems, discuss some of the

major security challenges that need to be addressed in the context of P2P systems,

discuss how existing contributions in the field of computer security are related to our

work, and provide a brief overview of related work in the area of electronic commerce.

We then explicitly state our thesis, and outline how the chapters of this dissertation

support our thesis.

1.1 P2P Systems

A P2P network consists of a number of peers (or nodes). Each peer maintains one or

more application-layer connections to a few other peers. Peers may join the network

at any time by connecting to some other peer that is already part of the network,

and may leave the network at any time. The peers in the network usually execute a

protocol that helps them acheive some higher-level goal (i.e., searching for a file in

a distributed system). In addition, peers may take on the roles of both traditional

clients and servers.

For example, a peer in a network P1 may have a collection of documents that it

stores. P1 may be interested in searching for a particular document D4 that it may

not have in its local collection. P1 may forward its query to another peer P2. In this

case, P1 is playing the role of a client, and P2 is playing the role of a server. If P2

does not have document D4 in its local collections, it may take on the role of a client

as well, and forward the query to an additional peer (server) that it is aware of that

may have the document. Upon receiving a response from another peer peer, P2 may

resume its role as a server, and return any responses / results to P1.
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P2P systems have recently become a very active research area, due to the pop-

ularity and widespread use of P2P systems today, and their potential uses in future

applications. P2P systems have emerged as a popular way to share huge amounts of

data (e.g., [74, 142, 137]). In the future, the advent of large-scale ubiquitous com-

puting makes P2P a natural model for interaction between devices (e.g., via the web

services [201] framework).

P2P systems are popular because of the many potential benefits they offer: adap-

tation, self-organization, load-balancing, fault-tolerance, availability through massive

replication, and the ability to pool together and harness large amounts of resources.

For example, file-sharing P2P systems distribute the main cost of sharing data –

bandwidth and storage – across all the peers in the network, thereby allowing them

to scale without the need for powerful, expensive servers.

Despite their many strengths, however, P2P systems also present several chal-

lenges that are currently obstacles to their widespread acceptance and usage – e.g.,

security, susceptibility to DoS attacks, efficiency, reliability, and performance guaran-

tees like atomicity and transactional semantics. The P2P environment is particularly

challenging to work in because of the scale of the network and unreliable nature of

peers characterizing most P2P systems today. Many techniques previously developed

for distributed systems of tens or hundreds of servers may no longer apply; new tech-

niques are needed to meet these challenges in P2P systems. In this dissertation, we

will focus on developing techniques to reduce the susceptibility of P2P networks to

application-layer DoS attacks. In Section 1.3 of this introduction, we provide refer-

ences to other projects that address other security issues in P2P networks, and discuss

the security challenges in P2P systems in more depth. Much work is also taking place

on search efficiency and reliability in P2P systems, and the reader is referred to [42]

for a discussion of open problems and related work on efficiency and reliability in P2P

networks.
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1.2 Types of P2P Systems

P2P systems can be roughly categorized as being of one of three major types: struc-

tured, unstructured, or non-forwarding. Not all P2P systems will cleanly fit into one

of these categories, but we will mention some systems that are prototypical of each

category. Also, note that in the following descriptions, we only capture the basic

proposals in each category, and we do not account for or discuss the many optimiza-

tions that exist. Indeed, some of the proposed optimizations and improvements in the

literature blur the lines between the different types of P2P systems. We describe the

three different categories of P2P systems here as our treatment of application-layer

DoS attacks in this dissertation takes all three of them into consideration.

1.2.1 Structured

In a structured P2P network, sometimes also called a distributed hash table (or DHT),

each node stores (key, value) pairs. The set of keys is partitioned across all of the

nodes in the network, such that given a key, there is exactly one node that stores

the corresponding values. Given a key, we would like to be able to determine which

node in the network stores the corresponding values. The main challenge in such a

network is: given a “query” that specifies a key and originates at some node in the

network, how do we route that query to a node that stores the corresponding values?

To address this main challenge, each node in a structured network maintains a

routing table that contains addresses of other nodes. Given a key, a routing table

specifies the next node to which the query should be routed. In most DHTs, there

are constraints that entries in a routing table must satisfy in order for routing to

work. To illustrate how basic search and routing takes place in a DHT, we provide

an example using the Chord [193] DHT.

In Chord, routing tables are used to structure the nodes of a P2P network into a

“ring” in which there are exist “long-hop” connections to provide for efficient routing.

Nodes in a Chord network choose ids in the range in a n-bit address space. Keys also

come from the same n-bit address space.

Consider a small Chord network of three nodes as shown in Figure 1.1 in which
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0

3

6

Figure 1.1: An example of a small 3-node Chord network.

the nodes have ids 0, 3, and 6. In our small network, node ids and keys are chosen

from a 3-bit address space. The nodes are responsible for storing (key, value) pairs

where key ∈ [0, 8). The node with id 3 is responsible for storing pairs for which

key ∈ (0, 3]; the node with id 6 is responsible for storing pairs for which key ∈ (3, 6];

and, the node with id 0 is responsible for storing pairs for which key ∈ (6, 0]. (The

maximum number of nodes that we choose to support in this small example is 8, and

arithmetic on keys is done modulo 8.) In general, the node with id i is responsible for

storing pairs for which key ∈ (predecessor(i), i], where predecessor(i) is the largest

id of the node in the network that is smaller than i.

Each node with id i in Chord maintains a pointer to its successor, denoted by

successor(i), which is the node that has the smallest id that is greater than i. These

pointers together compose a ring that can be used to route queries. If a node i

has a query for the pair with key j, and j /∈ (predecessor(i), i], then node i can

forward the query to its successor. If successor(i) is not responsible for j, then the

query is forwarded to successor(successor(i)), and so on until the appropriate node

responsible for storing the pair with key j is found.

Since doing a search for a key in this fashion can take linear time with respect to
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the number of nodes in the network, Chord maintains additional pointers to speed

up search, and these additional pointers make up a node’s routing table. A node’s

routing table stores logN pointers, where N is the number of nodes in the network.

The kth pointer in the routing table for a node with id i must satisfy the constraint

that it point to successor(i + 2k−1). Each such pointer is a “chord” across the ring

of nodes.

When a node has a query for a key, it sends the query along the chord that gets

the query as close to the destination without overshooting it. In our small example,

each node maintains a routing table with log2N = log2 8 = 3 pointers. The first

pointer is to a node’s successor. The second pointer is to a node whose id is at least

two greater than its own, and the third pointer is to a node whose id is at least four

greater than its own. The node with id 0, for instance, can have its first, second, and

third pointers point to the nodes with ids 3, 3, and 6, respectively. If the node with

id 0 has a query for key 7, it will send that query directly to the node with id 6.

We have not explicitly depicted the routing tables in Figure 1.1. Also, although

each node has three distinct entries in their routing tables, we have not depicted

redundant pointers in the case that some of the entries point to the same node.

Finally, while having every node point to every other node in this small 3-node graph

might seem like overkill, it is easy to imagine that in a much larger network with a

much larger address space, the pointers in each of the routing tables become essential

for efficiency.

There are many proposals other than Chord for how the routing table should be

structured, and how nodes should initialize and update their routing tables when

nodes join and leave the network [193, 164, 176, 212, 38]. Due to the structure of

routing tables and the constraints placed on the entries in the tables, most of these

proposals are able to route queries to their destinations in O(logN) hops.

While search can be efficient in DHTs, they do have some disadvantages. In

particular, nodes may not have control over what set of keys they are responsible

for storing. Nodes may therefore be responsible for maintaining values that could

correspond to content that might be contraband. For instance, most users of a P2P

network would not want to have their machines be responsible for storing values for
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the key corresponding to “child pornography.”

In addition, when nodes join a DHT, they may become responsible for part of

the key space, and for storing some values that are already stored by other nodes

in the network. Such values may have to be transferred to the node that joins. A

node joining the network must also populate its routing table which might take, for

instance, as long as O(log2N) time (assuming that searching for an id takes O(logN)

and a routing table has O(logN) entries).

Another disadvantage of DHTs is that while they can efficiently search for specific

keys, they do not as easily support more general queries. For example, a DHT can

easily and efficiently search for a file whose metadata matches a particular fixed

keyword, such as “gum.” The term “gum” can be hashed to a search key, and a

lookup is done for that search key. However, DHTs cannot as easily search for files

whose metadata matches a regular expression such as “gum*”, which might match

“gumshoe”, “gumball”, or “gumdrop.”

There exist various improvements to basic DHT schemes to help address some of

these problems, but we have only discussed the basic trade-offs here.

1.2.2 Unstructured

In an unstructured P2P network, by contrast, each node decides what set of content

it would like to store. Nodes in an unstructured network are not relied upon to store

particular keys or sets of documents. Nodes do not usually maintain a routing table,

but instead just maintain a set of arbitrary “neighbors” to which they send and from

which they receive queries.

To illustrate how an unstructured P2P network works, consider a Gnutella [74]

network. Nodes in a Gnutella “flood” the network with their queries. That is, when

a node is interested in searching for a document in Gnutella, that node broadcasts its

query to all of its neighboring nodes. If any of the neighboring nodes have a document

that matches the query, they send back a response to the node that issued the query.

In addition, the neighboring nodes broadcast the query to all of their neighboring

nodes. To prevent queries from traversing nodes in the network ad infinitum, nodes
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Figure 1.2: An example of a small Gnutella network.

stamp queries with a TTL (time-to-live). Each time that a query is forwarded from

one node to another, the TTL is decremented, and when the TTL is equal to zero,

the query is no longer forwarded to additional nodes. Finally, to prevent queries from

traversing cycles, each query is assigned a unique descriptor id 1, and each node keeps

track of all the descriptor ids it has processed recently. If a node determines that it

has received a query that it has already processed, it does not process it again, and

does not forward that query onto neighboring nodes.

To provide a concrete illustration of a Gnutella network in action, consider the

Gnutella network in Figure 1.2. The figure shows a Gnutella network consisting of

eight nodes, in which a query (denoted by “q”) is being submitted to node 1 and

node 6 contains the answer to the query (denoted by “a”). When node 1 receives

the query, it stamps it with a TTL of, say, 3, and looks for an answer in its local

repository of files (to which it finds none). It then broadcasts (forwards) copies of the

query to each of the nodes to which it is connected. When nodes 2 and 3 receive the

query, they decrement the TTL of the query to 2. Nodes 2 and 3 look for an answer

1The descriptor ids are unique with high probability, and are usually the output of a hash function.
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in their local repository but do not find an answer. Node 2 has no other neighbors

to which the query, and does not forward the query back to node 1 since that is the

node from which the query arrived. Node 3 forwards the query to nodes 4 and 5.

Nodes 4 and 5 decrement the TTL of the query to 1, and are unsuccessful at finding

matches to the query in their local repositories. Node 4 then forwards the query to

nodes 5 and 6. When node 5 receives the query a second time, it does not process it

again because it has already seen the query’s unique descriptor.

When node 6 receives the query, it decrements the query’s TTL to 0, and then

determines that it has an answer to the query. Node 6 generates a “query hit” message

and sends it back to node 4 2.

When nodes recieve queries, they keep track of the node from which they received

the query, and this information is used to route the query hit back to the node that

originally issued the query. Once node 1 receives the query hit, it makes a direct

TCP connection to node 6 to download the answer to the query. Note that the

document is downloaded out-of-band, and is not transferred through the topology of

the Gnutella network.

To complete our example, we note that after node 5 processed the query, it for-

warded the query to node 7 in addition to node 6. Node 7 decrements the TTL of

the query to 0, processes the query, and then does not forward the query onto node

8 since its TTL expired.

While nodes in an unstructured network forward queries from one node to another,

there is no “hard” guarantee that a query will make progress towards finding a node

that has a corresponding answer. Finally, nodes in an unstructured network can join

or leave the network at any time without transferring data to or from other nodes.

As a result of the (lack of) organization in unstructured P2P networks, they do

not offer very many guarantees, and could have scalability issues. For instance, a

query may have to be sent to every node in the network before a result can be found,

2Node 6 can actually receive the query concurrently from nodes 4 and 5. As per the “already
seen” traffic management policy, it only processes the query once and responds by sending a query
hit message to either node 4 or node 5, but not both. To keep our example simple, we will assume
that node 6 receives the query from node 4 first, and sends it the query hit. Regardless of from
where node 6 receives the query first, it does not forward it onto any other nodes after processing it
because its TTL is 0.
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whereas in a DHT, a result can be found in O(log n) hops (if it exists) in the network.

However, in practice, unstructured networks have a number of advantages over

structured networks. Nodes in an unstructured network enjoy a significantly higher

level of autonomy, the network is more resilient to node failures and the loss of mes-

sages, and unstructured networks are often easier to implement since complex routing

tables do not need to be maintained. Scalability is achieved by having only the more

“powerful” nodes in the network (e.g., those that have lots of bandwidth) partici-

pate directly in the unstructured network, and having less powerful nodes connect

to more powerful ones to have their queries serviced. Also, since most queries are

for “popular” documents that are relatively well-replicated, such documents can be

found successfully using an unstructured network in a reasonable amount of time.

Indeed, out of the ten or so major file-sharing P2P protocols most widely used on

the Internet (FastTrack, eDonkey, Gnutella [74], etc.), all except one (OverNet) are

unstructured.

1.2.3 Non-Forwarding

The key characteristic that distinguishes non-forwarding P2P networks from struc-

tured and unstructured ones is that queries are not forwarded from one node to

another. Instead, nodes keep lists of “friends” to which they may send their queries.

Their friends will process the queries and respond, but will not forward the queries

to other nodes. Nodes may issue a query to their friends one at a time, and may stop

issuing the query to additional friends once they have received enough search results.

The friends that nodes have in non-forwarding networks are similar to neighbors in

unstructured networks with the exception that a node does not maintain ongoing

transport-layer (i.e., TCP) connections with all of its friends, and it has many more

friends than nodes in an unstructured network have neighbors.

The GUESS [44] network is an example of a non-forwarding P2P network. To

give the reader a flavor of how a non-forwarding P2P network works, we provide a

brief illustration of how a GUESS network functions. Consider the GUESS network

in Figure 1.3. Each of the circles depicts a node in the network, and the rectangles
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Figure 1.3: An example of a small 3-node GUESS network.

adjacent to each of the nodes contains that node’s list of friends. For instance, node

1’s friends are nodes 2 and 3, and node 2’s friends are nodes 1 and 4. Node 3 has

nodes 1 and 5 as friends, and has a document X in its local repository. Note that

nodes 4 and 5 are not shown in the diagram.

If node 1 has a query for document X, it might first send that query to node 2

since node 2 appears in its friends list. When node 2 receives the query for document

X, it will send a response saying that it has no matches. Node 1 may then send the

query to the next friend in its list, node 3. When it sends the query to node 3, node

3 will determine that it has a match, and it will respond with the document X.

Non-forwarding networks have many of the same advantages that unstructured

networks do, as compared to structured networks. Namely, nodes in a non-forwarding

network enjoy high autonomy, resilience to node failure and dropped messages, and do

not need to implement complex routing tables. In addition, non-forwarding networks

have an advantage over both unstructured and structured networks in that nodes do

not rely on other, potentially untrusted nodes, to route their queries at all. However,

the number of search results that can be obtained in a non-forwarding network might

be limited by the number of friends that a node has. In contrast, a node that has even

just a few neighbors in an unstructured network may be able to obtain many search

results because of the query broadcast that occurs at each node. Also, comparing

non-forwarding networks to structured networks with respect to search results, there

is no guarantee that a query will find its way to a node that may have answers, and

the probability that results are found depends upon the number of friends that a node
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has.

To increase the number of friends that nodes have, the lists of friends are often

exchanged between nodes to increase the breadth of the lists used for search. In

our example GUESS network, for instance, node 1 might want to find additional

documents matching its query, and would need to find out about additional nodes to

query. Node 1 might send a message to node 2 asking for its list of friends, and upon

receiving a response can discover node 4’s id (IP address). Node 1 can then send its

query to node 4 to find additional matches to its query. Of course, there may be no

reason to transitively trust that friends of friends will respond at all or respond with

legitimate documents, which makes non-forwarding networks vulnerable to a class of

attacks that we study in Chapter 5.

Non-forwarding P2P networks are usually used as a component of a larger sys-

tem, instead of being used as a complete, end-to-end file-sharing system. For instance,

GUESS [44] is a non-forwarding P2P system that has been proposed to help nodes be-

come aware of (or discover) other nodes in Gnutella networks. Also, BitTorrent [198]

is a non-forwarding P2P system that can be used as part of a larger P2P (or non-P2P)

system to make file transfers more efficient by sharing bandwidth between peers. In

the case of BitTorrent, “friends” happen to be sets of nodes that are interested in

downloading the same document at the same time. A “marker” node sends each of

these friends different parts of the document, and the friends upload parts of the

document that they do have to other friends while concurrently downloading parts of

the document that they do not have yet.

1.3 P2P Security

In this section, we survey research problems associated with security in P2P systems.

To ensure proper, continued operation of the system, security measures must be in

place to protect against availability attacks, unauthentic data, and illegal access. We

describe some of these issues here to give the reader a general familiarity with the

area of secure P2P systems. However, in the remainder of this thesis we will focus on

addressing particular kinds of attacks against the availability of a P2P system.
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Securing P2P applications is challenging due to their open and autonomous nature.

Compared to a client-server system in which servers can be relied upon or trusted

to always follow protocols, peers in a P2P system may provide no such guarantee.

The environment in which a peer must function is a hostile one in which any peer

is welcome to join the network; these peers cannot necessarily be trusted to route

queries or responses correctly, store documents when asked to, or serve documents

when requested. In this part of the paper, we outline a number of security issues

that are characteristic to P2P systems, discuss a few examples of research that has

taken place to address some of these issues, and suggest a number of open research

problems.

We organize the security requirements of P2P systems into four general areas:

availability, file authenticity, anonymity, and access control. Today’s P2P systems

rarely address all of the necessary requirements in any one of these areas, and devel-

oping systems that have the flexibility to support requirements in all of these areas

is expected to be a research challenge for quite some time.

For each of these areas, it will be important to develop techniques that prevent,

detect, contain, and recover from attacks. For example, since it may be difficult to

prevent a denial-of-service attack against a system’s availability, it will be important

to develop techniques that are able to 1) detect when a denial-of service attack is

taking place (as opposed to there just being a high load), 2) contain an attack that is

“in-progress” such that the system can continue to provide some (possibly reduced)

level of service to clients, and 3) recover from the attack by disconnecting the malicious

nodes.

1.3.1 Availability

There are a number of different node and resource availability requirements that are

important to P2P file sharing systems. In particular, each node in a P2P system

should be able to accept messages from other nodes, and communicate with them to

offer access to the resources that it contributes to the network.
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Denial-of-Service (DoS)

A denial-of-service (DoS) attack attempts to make a node and its resources unavailable

by overloading the resources at the node. The most obvious DoS attack is targeted

at using up all of a node’s bandwidth. This type of attack is similar to traditional

network-layer DoS attacks (e.g. [70]). If a node’s available bandwidth is used up

transferring useless messages that are directly or indirectly created by a malicious

node, all of the other resources that the node has to offer (including CPU and storage)

will also be unavailable to the P2P network.

A specific example of a DoS attack against node availability is a chosen-victim

attack in Gnutella (an unstructured P2P network) that an adversary constructs as

follows: a malicious node maneuvers its way into a “central” position in the network

and then responds to every query that passes thru it claiming that the victim node

has a file that satisfies the query (even though it does not). Every node that receives

one of these responses then attempts to connect to the victim to obtain the file that

they were looking for, and the number of these requests overloads the bandwidth of

the victim such that any other node seeking a file that the victim does have is unable

to communicate the victim.

The key aspect to note here is that in our example the attacker exploited a vul-

nerability of the Gnutella P2P protocol (namely, that any node can respond to any

query claiming that any file could be anywhere). In the future, P2P protocols need

to be designed to make it hard for adversaries to construct DoS attacks by taking

advantage of loosely constrained protocol features.

Attackers that construct DoS attacks typically can find and take advantage of an

“amplification mechanism” in the network to cause significantly more damage than

they could with only their own resources. For example, an attacker could send a

packet to a router with a broadcast destination address. The router, upon receiving

the packet, then creates many copies of the attack packet and broadcasts it to every

host to which it is connected. In this example, the attacker takes advantage of router

functionality to “amplify” its attack, whereas otherwise it might only be able to send

attack packets to a single host at a time.

Attackers can also have fine-grained control over how their attack is carried out,
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and may find or create a back-door communication channel to communicate with

“zombie” hosts that they infiltrate using manual or automatic means. Then, the

attacker can issue a commands at-will to the zombie hosts to have them participate in

the attack. It is important to design future P2P protocols such that they do not open

up new opportunities for attackers to use as amplifiers and back-door communication

channels.

Induced Node Failure

Aside from DoS attacks, node availability can also be attacked by malicious users

that infiltrate victim nodes and induce their failure. These types of failures can

be modeled as fail-stop or byzantine failures, which could potentially be dealt with

using many techniques that have already been developed (e.g. [116]). However,

these techniques have typically not been popular due to their inefficiency, unusually

high message overhead, and complexity. In addition, these techniques often assume

complete and secure pairwise connectivity between nodes, which is not the case in

most P2P networks. Further research will be necessary to make these or similar

techniques acceptable from a performance and security standpoint in a P2P context.

In addition, there are many proposals to provide significant levels of fault-tolerance

in the face of node failure including CAN [164], Chord [193], Pastry [177], and

Viceroy [38]. Security analyses of these types of proposals can be found in [188]

and [26]. The IRIS [10] project seeks to continue the investigation of these types of

approaches.

Resource Availability

A malicious node can also directly attack the availability of any of the particular

resources at a node. The CPU availability at a node can be attacked by sending a

modest number of complex queries to bog down the CPU of a node without consuming

all of its bandwidth. The available storage could be attacked by malicious nodes who

are allowed to submit bogus documents for storage. One approach to deal with this

is to allocate storage to nodes in a manner proportional to the resources that a node
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contributes to the network as proposed in [33].

We might like to ensure that all files stored in the system are always available

regardless of which nodes in the network are currently online. File availability ensures

that files can be perpetually preserved, regardless of factors such as the popularity

of the files. Systems such as Gnutella and Freenet provide no guarantees about the

preservation of files, and unpopular files tend to disappear.

Quality-of-Service

Even if files can be assured to physically exist and are accessible, a DoS attack can

still be made against the quality-of-service with which they are available. In this

type of a DoS attack, a malicious node makes a file available, but when a request

to download the file is received, it serves the file so slowly that the requester will

most likely lose patience and cancel the download before it completes. The malicious

node could also claim that it is serving the file requested but send some other file

instead. As such, techniques such as hash trees [20] could to be used by the client

to incrementally ensure that the server is sending the correct data, and that data is

sent at a reasonable rate.

1.3.2 File Authenticity

File authenticity is a second key security requirement that remains largely unad-

dressed in P2P systems. The question that a file authenticity mechanism answers

is: given a query and a set of documents that are responses to the query, which of

the responses are “authentic” responses to the query? For example, if a peer issues

a search for “Origin of Species” and receives three responses to the query, which of

these responses are “authentic?” One of the responses may be the exact contents of

the book authored by Charles Darwin. Another response may be the content of the

book by Charles Darwin with several key passages altered. A third response might

be a different document that advocates creationism as the theory by which species

originated.

Note that the problem of file authenticity is different than the problem of file
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(or data) integrity. The goal of file integrity is to ensure that documents do not get

inadvertently corrupted due to communication failures. Solutions to the file integrity

problem usually involve adding some type of redundancy to messages in the form

of a “signature.” After a file is sent from node A to node B, a signature of the file

is also sent. There are many fewer bits in the signature than in the file itself, and

every bit of the signature is dependent on every bit of the file. If the file arrived

at node B corrupted, the signature would not match. Techniques such as CRCs

(cyclic redundancy checks), hashing, MACs (message authentication codes), or digital

signatures (using symmetric or asymmetric encryption) are well-understood solutions

to the file integrity problem.

The problem of file authenticity, however, can be viewed as: given a query, what is

(or are) the “authentic” signature(s) for the document(s) that satisfy the query? Once

some file authenticity algorithm is used to determine what is (or are) the authentic

signatures, a peer can inspect responses to the query by checking that each response

has an authentic signature.

In our discussion until this point, we have not defined what it means for a file to

be authentic. There are a number of potential options: we will outline four reasonable

ones.

Oldest Document. The first definition of authenticity considers the oldest doc-

ument that was submitted with a particular set of metadata to be the authentic

copy of that document. For example, if Charles Darwin was the first author to ever

submit a document with the title “Origin of Species,” then his document would be

considered to be an authentic match for a query looking for “Origin of Species” as

the title. Any documents that were submitted with the title “Origin of Species” after

Charles Darwin’s submission would be considered unauthentic matches to the query.

Timestamping systems (e.g. [119]) can be helpful in constructing file authenticity

systems based on this approach.

Expert-Based. In this approach, a document would be deemed authentic by an

“expert” or authoritative node. For example, node G may be an expert that keeps

track of signatures for all files ever authored by any user of G. If a user searching

for documents authored by any of G’s users is ever concerned about the potential
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authenticity of a file received as a response to a query, node G can be consulted.

Of course, if node G is unavailable at any particular time due to a transient or

permanent failure, is infiltrated by an attacker, or is itself malicious, it may be difficult

to properly verify the authenticity of files that G’s users authored. Offline digital

signature schemes (i.e., RSA) can be used to verify file authenticity in the face of

node failures, but are limited by the lifetime and security of public/private keys.

Voting-Based. To deal with the possible failure of G or a compromised key in

our last approach, our third definition of authenticity takes into account the “votes”

of many experts. The expert nodes may be nodes that are run by human experts

qualified to study and assess the authenticity of particular types of files, and the

majority opinion of the human experts can be used to assess the authenticity of a

file. Alternatively, the expert nodes may simply be “regular” nodes that store files,

and will vote that a particular file is authentic if they store a copy of it. In this

scheme, users are expected to delete files that they do not believe are authentic,

and a file’s authenticity is determined by the number of copies of the file that are

distributed throughout the system. The key technical issues with this approach are

how to prevent spoofing of votes, of nodes, and of files.

Reputation-Based. Some experts might be more trustworthy than others (as de-

termined by past performance), and we might weight the votes of more trustworthy

expert nodes more heavily. The node weights in this approach are a simple exam-

ple of “reputations” that may be maintained by a reputation system. A reputation

system is responsible for maintaining, updating, and propagating such weights and

other reputation information [169]. Reputation systems may or may not choose to

use voting in making their assessments. There has been some study of reputation

systems in the context of P2P networks, but no such system has been commercially

successful (e.g. [111, 167]).

1.3.3 Anonymity

There is much work that has taken place on anonymity in the context of the Internet

both at the network-layer (e.g. [66]) as well as at the application-layer (e.g. [166]).
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Type of Anonymity Difficult for Adversary to Determine:

Author Which users created which documents?

Server Which nodes store a given document?

Reader Which users access which documents?

Document Which documents are stored at a given node?

Table 1.1: Types of Anonymity

In this section we specifically focus on application-layer anonymity in P2P systems.

While some would suggest that many users are interested in anonymity because it

allows them to illegally trade copyrighted data files in an untraceable fashion, there

are many legitimate reasons for supporting anonymity in a P2P system. Anonymity

can enable censorship resistance, freedom of speech without the fear of persecution,

and privacy protection. Malicious parties can be prevented from deterring the cre-

ation, publication, and distribution of documents. For example, a P2P system that

supports anonymity may have allowed an Iraqi nuclear scientist to publish a docu-

ment about the true state of Iraq’s nuclear weapons program to the world without

the fear that Saddam Hussein’s regime could trace the document back to him or her.

Users that access documents could also have their privacy protected in such a system.

An FBI agent could access a company’s public information resources (i.e., web pages,

databases, etc.) anonymously so as not to arouse suspicion that the company may

be under investigation.

There are a number of different types of anonymity that can be provided in a P2P

system. Different types of anonymity make it difficult for an adversary to determine

the answers to different questions. For example, “author anonymity” makes it hard

for an adversary to determine which users created which documents. On the other

hand, “server anonymity” makes it difficult for an adversary to determine which nodes

store which documents. Table 1.1 summarizes a few types of anonymity discussed in

[160].

We would ideally like to provide anonymity while maintaining other desirable

search and security features such as efficiency, decentralization, and peer discovery.

Unfortunately, providing various types of anonymity often conflicts with these design
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goals for a P2P system.

To illustrate one of these conflicting goals, consider the natural trade-off between

server anonymity and efficient search. If we are to provide server anonymity, it should

be impossible to determine which nodes are responsible for storing a document. On

the other hand, if we would like to be able to efficiently search for a document, we

should be able to tell exactly which nodes are responsible for storing a document. A

P2P system such as Free Haven that strives to provide server anonymity resorts to

broadcast search, while others such as Freenet [30] provide for efficient search but do

not provide for server anonymity. Freenet does, however, provide author anonymity.

Nevertheless, supporting server anonymity and efficient search concurrently remains

an open issue.

There exists a middle-ground: we might be able to provide some level of server

anonymity by assigning pseudonyms to each server, albeit at the cost of search ef-

ficiency. If an adversary is able to determine the pseudonym for the server of a

controversial document, the adversary is still unable to map the pseudonym to the

publisher’s true identity or location. The document can be accessed in such a way as

to preserve the server’s anonymity by requiring that a reader (a potential adversary)

never directly communicate with a server. Instead, readers only communicate with

a server through a chain of intermediate proxy nodes that forward requests from the

reader to the server. The reader presents the server’s pseudonym to a proxy to request

communication with the server (thereby hiding a server’s true identity), and never

obtains a connection to the actual server for a document (thereby hiding the server’s

location). Reader anonymity can also be provided using a chain of intermediate prox-

ies, as the server does not know who the actual requester of a document is, and each

proxy does not know if the previous node in the chain is the actual reader or is just

another proxy. Of course, in both these cases, the anonymity is provided based on

the assumption that proxies do not collude. The degradation of anonymity protocols

under attacks has been studied in [205], and this study suggests that further work is

necessary in this area.

Free Haven and Crowds [166] are examples of systems that use forwarding proxies

to provide various types of anonymity with varying strength. Each of these systems
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differ in how the level of anonymity degrades as more and more potentially colluding

malicious nodes take on the responsibilities of proxies. Other techniques that are

commonly found in systems that provide anonymity include mix networks (e.g. [84]),

and using cryptographic secret-sharing techniques to split files into many shares (e.g.

[186]).

1.3.4 Access Control

Intellectual property management and digital rights management issues can be cast

as access control problems. We want to restrict the accessibility of documents to only

those users that have paid for that access. P2P systems currently cannot be trusted

to successfully enforce copyright laws or carry out any form of such digital rights

management, especially since few assumptions can be made about key management

infrastructure. This has led to blatant violation of copyright laws by users of P2P

systems, and has also led to lawsuits against companies that build P2P systems.

The trade-offs involved in enforcing access control in a P2P system are challenging

because if a system imposes restrictions over what types of data it shares (i.e., only

copy-protected content), then its utility will be limited. On the other hand, if it

imposes no such restrictions, then it can be used as a platform to freely distribute

any content to anyone that wants it [16].

Further effort must go into exploring whether or not it is reasonable to have the

P2P protocols enforce access control, or if the enforcements should take place at

individual nodes. Only users that own (or have paid for) the right to download

and/or access certain files should be able to do so to legally support data sharing

applications.

If the benefits of P2P systems are to be realized, we need to explore the feasibility

of and the technical approaches to instrumenting them with appropriate mechanisms

to allow for the management of intellectual property.
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1.4 Related Security Work

In this section we provide a brief review of relevant related security research by

organizing it into a framework that we call FLI.

Security architects need to address many types of security concerns in designing

trusted distributed computing systems. We categorize these as concerns involving

failure (F), lies (L), and infiltration (I). Hence, we call our framework FLI. As we

present related security techniques, we will also discuss whether they allow a system

to prevent, detect, manage, and/or recover from the FLI security problems. Keep in

mind that many ideas or techniques may fall in different “regions” of our map, so

there is more than one way to organize the constituent components.

1.4.1 Failure

To start with, by “failure” we mean the halt of processing of one or more system

components as a result of expected or unexpected shut down or malfunction. For

example, a file server may temporarily fail due to a user inadvertently kicking the

power cord. A user or a node “lies” when it provides false information or pretends

to be someone else. For example, two inventors may both claim that their invention

was submitted first to an online patent registration system. In an infiltration, an

adversary is attempting to “break-in” to the system, and use one or more resources

or capabilities available to the system to their advantage. For example, an adversary

may want to infiltrate a Microsoft Exchange email server to cause it to attach a virus

to all outgoing emails. In this example, the server’s ability to send mail to users is

the capability that the adversary takes advantage of.

Note that there are relationships between these various threats. For example,

infiltration can be used to cause a failure. Similarly, lying can be used to infiltrate a

system.

Most tools and techniques that security designers have invented for dealing with

FLI generally attempt to: 1) prevent security concerns from ever becoming a problem

by designing the system to make it theoretically or practically impossible for the

problem to occur, 2) detect the problem such that administrators and users can be
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Failure (Process/Storage) Lies Infiltration

Prevention Physical Security Authentication Hardware Protection
Uninterruptible Power Authorization Firewalls
Firewalls Access Control

Non-Repudiation
Time-Stamping
Digital Signatures

Detection Watchdog Processors Fail-Stop Digital Signatures Virus Scanners
Polling, Beacons Tripwire

Containment RAID Byzantine Agreement Intrusion Tolerance
Non-Stop Processes Reputation Systems Virus Cleaners
Fault-Tolerance
Replication, Backups

Recovery Fail-Over Auditing Certificate Revocation
Hot Swapping
Key Escrow
Rebooting/Restarting

Table 1.2: The FLI Conceptual Framework

made aware of the problem, 3) contain the problem once it does occur such that the

system can continue to function correctly even in light of the problem, and 4) recover

from damage that has been caused by the problem after the problem has occurred.

Table 1.2 shows several tools and techniques that can be used to prevent, detect,

manage, and recover from FLI.

Under the “Failure” column of the table, we have listed various tools and tech-

niques that can be used to prevent, detect, manage, and/or recover from failure of

system components. Replication, for instance, helps manage failure of a storage de-

vice by creating copies of information on other storage devices. If a particular storage

device fails, either due to a head crash or an earthquake or due to an adversary that

causes physical harm to it, the loss can be “managed” by retrieving the information

from a storage device that replicates it.

Even if a piece of information has been lost due to failure, it is possible to recover

from the problem. Assume that a user has encrypted many files with her private key

and that the user stores her private key on a floppy disk. The floppy disk can fail

for one reason or another, thereby making it potentially impossible to decrypt her

files. We can recover from the situation by taking advantage of key escrow techniques

[11, 203, 202, 110, 52, 19, 97, 187, 51, 12, 3, 98, 144] to salvage the user’s private key
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and any information that may have been encrypted with it.

1.4.2 Lies

Under the “Lies” column of the table, we list various security techniques that can

be used to deal with both users and adversaries that attempt to “lie” to a system.

Consider the concept of digital signatures [47, 161, 171, 125, 162, 45, 131, 46, 127]

which can prevent users from lying about statements that other users make. A system

that employs digital signatures may require users to digitally sign statements, thus

preventing tampering with those statements. For example, assume that Alice wants

to say “here is the answer to your query” to Bob, but can only communicate with Bob

through Eve. Alice sends a message containing the answer and her digital signature

on the message to Eve. If Eve attempts to modify Alice’s message, Bob will notice

that the digital signature does not match the message. Hence, digital signatures

prevent Eve from lying about what Alice said.

If we are unable to prevent lies, we can design the system so it can tolerate lies

without affecting the correctness. To “contain” lies, a Byzantine agreement protocol

[103, 71, 69, 62, 105, 24, 25, 58, 154, 104, 117, 68, 132, 77] can be used where even if

Eve modifies a message that Alice wants to pass on to Bob, all the people involved

in the decision can come to agreement, say on the number of replicas to make for

a document, so long as the number of people involved in the decision is greater

than three times the number of liars, and all participants can communicate with one

another without restriction.

1.4.3 Infiltration

Tools such as firewalls [218, 29, 163, 149, 14, 100] and certificate revocation [80, 127,

141, 99, 128, 206, 126] techniques help a security designer defend against attempts at

system infiltration. Firewalls are composed of one or more system components that

prevent an adversary from “breaking in” to computers within the perimeter of the

firewall, such that data and computational resources available within the perimeter of

the firewall cannot be used to an adversary’s advantage. (Firewalls can also be used
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to prevent failure due to DoS attacks. For example, ICMP-based smurf attacks can

be prevented by configuring the firewall to drop ICMP ping requests sent to broadcast

network addresses.)

Once a system has been infiltrated, a technique such as certificate revocation may

help us recover from the infiltration. If an adversary gets access to and compromises a

user’s private key after a system infiltration, certificate revocation allows us to break

the association between that user and his or her public key, such that the private key

becomes ineffective.

1.4.4 Other Techniques

Additional relevant security techniques such as auditing [22, 28, 156, 143, 18, 17, 81,

182, 90, 87, 48, 8], intrusion detection [50, 204, 106, 113, 180, 138, 108, 49, 107, 109,

101, 114, 157, 158, 185, 211], non-repudiation [217, 179, 213, 32, 214, 123, 215, 216,

197, 122], and others have also been added to the appropriate cells of Table 1.2 to show

that a wide variety of techniques fit well within the context of the FLI framework.

At the same time, we realize that the cells in Table 1.2 do not have absolutely precise

boundaries, and it is sometimes arguable as to whether or not a given security problem

or solution fits into one cell or another, or may even span across multiple cells. Yet,

we find the FLI framework useful to conceptually organize the space of problems and

solutions.

1.4.5 P2P and FLI

A P2P system presents special challenges in some of the FLI regions. For example,

many P2P networks wish to support anonymity. Anonymity can, for example, help

prevent attacks on a particular node. However, a potential downside of anonimity is

that it can enable lying: if we could hold nodes accountable for their lies, the network

would not really be providing anonymity.

Thus, the containment of lies region is more critical in such systems. Indeed, as

we will see, much of the content of this dissertation seeks to address the containment

of lies in P2P systems. In particular, malicious nodes in a P2P system may generate
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“useless” queries (that are indistinguisible from bona fide queries issued by legitimate

nodes) with the goal of conducting a DoS attack. These “useless” queries use resources

that would otherwise have been used to service queries issued by legitimate nodes.

With respect to our FLI framework, malicious nodes are implicitly “lying” about the

legitimacy of their queries, and the techniques that we develop in the body of this

dissertation address the containment of lies in our FLI framework.

Moreover, due to the level of anonymity provided by some P2P networks, it will

be hard to both detect and prevent failure due to DoS attacks by attempting to

identify the source of the attack or filter out requests coming from that source. In

addition, without a central authority, it becomes harder to protect against lies, or to

reconfigure a system after a failure.

Most research that has been done in the area of P2P systems has been in the

areas of efficient search, routing, and indexing. Beyond what systems like Gnutella

and Morpheus do, systems such as Chord [193], CAN [164], Pastry [176], Tapestry

[212], and Viceroy [38] can provide guarantees on the maximum number of nodes

that need to be queried in order to find an answer to the query if an answer exists

in the network. These guarantees are usually provided at the expense of reduced

autonomy; restrictions on how nodes must connect or where documents must be

stored are imposed to enforce guarantees.

Much of the existing security-related research that has taken place in the P2P

area has focused on providing anonymity to users of the system, and ensuring fair

resource allocation. Free Haven [57, 174, 55], Freenet, and to some extent Gnutella

provide “reader” anonymity in that they are designed to prevent a third-party from

determining which node a query originated at. Some of these systems provide other

types of anonymity as well. Publius [121], Freenet, and Free Haven, for example,

prevent censorhip by providing “publisher” anonymity. Systems such as Mojo Na-

tion [134] and Reputation Server [111, 168] are designed to allocate resources fairly.

Mojo Nation does this by issuing a form of digital cash called “Mojo” that must be

“spent” to issue queries and to publish documents. (This also enables Mojo Nation

to deal with some types of DoS attacks.) Reputation Server keeps track of user’s

“reputation,” such that users are given the incentive not to abuse the system else
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their reputations will be downgraded, thereby affecting the future utility that they

will be able to derive from using the system.

There are many open security problems in P2P systems. The key to securing a

P2P network lies in designing mechanisms that ensure availability, file authenticity,

anonymity, and access control. In this introduction, we have illustrated some of the

trade-offs at the heart of security problems in P2P systems, and outlined several

major areas of importance for future work.

1.5 Electronic Commerce

After exploring application-layer DoS issues in P2P networks in Chapters 2 through 5

of this dissertation, we turn our attention to how to support various forms of electronic

commerce (e-commerce) in P2P networks in Chapters 6 and 7. Clearly, if application-

layer DoS issues are not first addressed, then P2P networks may not be an attractive

platform for e-commerce. However, once we are able to mitigate DoS attacks in P2P

networks, it is worthwhile to then investigate how e-commerce can be supported by

P2P networks.

E-commerce can be described as the exchange of goods and services between buy-

ers and sellers with the aid of computers and computer networks. E-commerce typi-

cally takes place between two parties at a time, and either occurs between a business

and a consumer (B2C), between two businesses (B2B), or between two consumers

(C2C). Commerce transactions that occur between two consumers are very often also

referred to as person-to-person, or P2P, commerce. However, to avoid overloading

the acronym P2P, which refers to peer-to-peer in this dissertation, we will refer to

person-to-person commerce as C2C commerce.

We define P2P commerce as an exchange of goods or services that takes place

between any two peer computers on a network, in which peers can sometime function

as buyers and sometime function as sellers. The peer computers may be owned by

consumers or businesses, and P2P commerce does not necessarily infer e-commerce

between two consumers.

E-commerce is a deep field in itself, and we only provide a brief overview of B2B,



1.5. ELECTRONIC COMMERCE 29

B2C, and C2C e-commerce with the intention of placing our contributions in the area

of P2P commerce in context.

B2B commerce traditionally has taken place between proprietary computer sys-

tems owned by businesses using a protocol such as EDI (Electronic Document Inter-

change) [207]. Common business documents such as invoices and purchase orders are

exchanged between businesses, and the corresponding monetary transfers occur over

out-of-band financial networks, such as the Automated Clearing House (ACH) [140]

network. Recently, open B2B exchanges that take advantage of XML [200] documents

as the new format of document interchange have been launched by companies such

as Ariba and CommerceOne.

Most B2C commerce to date takes place via a consumer’s web browser and a

business’ web server using the SSL (Secure Sockets Layer) [67] / TLS (Transport Layer

Security) [53] protocols. After the customer’s web browser authenticates the web

server by challenging it to provide a digital signature attesting its domain name, the

customer sends a credit card number (and related information such as the expiration

date and billing zip code) to the business using the popular HTTP [64] protocol over

a secure SSL channel. The business submits the credit card number to a separate,

proprietary financial network to authenticate its validity, and upon receiving a positive

authorization, provides the product or service to the customer. Credit cards are

typically well-suited for payments above some threshold dollar amount due to the

processing overheads incurred by credit card issuers and banks. Hence, while credit

cards might be suitable for purchasing books online that cost at least a few dollars

each, they might not be suitable for purchasing small, granular items such as access

to an individual web page.

Various micropayment schemes have been suggested that would allow for efficient

purchases of small amounts [172, 118, 129, 88, 23, 35, 37, 54] between clients and

servers. Some related work has also taken place on how to incorporate micropayment

schemes into P2P networks. For instance, Mojo Nation [133] was a P2P system in

which peers issued micropayments using a digital currency called “mojo” to conduct

searches, and to receive payment for storing documents. Yang and Garcia-Molina
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in [209] develop and evaluate a P2P micropayment protocol called PPay that elimi-

nates the need for a centralized broker.

C2C commerce occurs when one consumer would like to purchase a product or

service from another consumer. C2C commerce usually involves the consumer inter-

acting with each other through electronic mail, and an online broker. C2C commerce

is often the method of choice for payment when a consumer wants to pay another

consumer for a good or service that was auctioned at an online auction site. For

example, after one consumer (the buyer) has successfully bid for a product being sold

by another consumer (the seller) on eBay [61], the seller sends an email to the buyer

to request payment. The email contains a link to the web site of an online broker such

as PayPal [152]. The online broker contains the financial profiles of both the buyer

and seller including bank account and credit card information. The seller instructs

the online broker to issue payment via credit card or directly from the seller’s bank

account, and the online broker transfers the requested funds into the bank account of

the seller. The seller receives an email when the transfer is complete, and then ships

the product purchased to the buyer.

In this dissertation, we explore how B2B, B2C, and C2C commerce can be sup-

ported by P2P networks. Nodes in a P2P network may be owned and operated by

both businesses and consumers, and while traditional e-commerce has occured be-

tween nodes that take on rigid buyer (client) or seller (server) roles, we explore how

traditional e-commerce can be complemented by payments that can occur between

more flexible peers that can take on different roles at different times in a P2P network.

1.6 Thesis Statement and Outline

We now state our thesis, and outline how the chapters of this dissertation support

our thesis statement.

In this dissertation, we put forth that application-layer denial-of-service attacks

in peer-to-peer networks can be contained by taking advantage of load balancing tech-

niques. In addition, we propose that digital wallets and digital cash protocols can be

used to enable commerce between peers in a P2P network.
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To put our thesis in perspective, we develop solutions required to ensure availabil-

ity in a P2P network while it is under attack. We seek to contain such attacks using

load balancing techniques described in Chapters 2, 3, 4, and 5. We also outline

an architecture for commerce in P2P networks that can help address the problem of

access control by allowing users to pay for content using a peer-to-peer approach.

This dissertation is divided into two parts. In the first part, we specifically focus

on exploring attacks against availability in P2P networks, and how to contain them.

In the chapters that make up the first part of this dissertation, we study application-

layer attacks against each of the three major types of P2P networks: unstructured,

structured, and non-forwarding. In the second part of this dissertation, we propose a

software architecture for peer-to-peer commerce, and report on a prototypical imple-

mentation of it.

The first part of this dissertation is organized as follows:

• Chapter 2 motivates the problem of application-layer denial-of-service in un-

structured (Gnutella) P2P networks, develops a model and metrics that can be

used to analyze traffic management policies that may address the problem, and

presents the results of evaluations of some basic traffic management policies run

on small representative network topologies with a single malicious node.

• Chapter 3 extends the model in Chapter 2 to incorporate malicious nodes that

are significantly more powerful, develops the least-queries-first, probabilistic

acceptance, and TTL-shaping techniques to mitigate attacks, evaluates these

techniques on real snapshots of Gnutella networks, and discusses the trade-offs

between the proposed techniques.

• Chapter 4 extends the model developed in Chapters 2 and 3 to study the prob-

lem of application-layer DoS in structured P2P networks. Some basic techniques

are proposed to deal with the problem, and these techniques are evaluated on

Chord DHTs [193].

• Chapter 5 studies application-layer DoS in a non-forwarding P2P network called
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GUESS, and identifies a cache poisoning attack that can be used as a pre-

cursor to a successful DoS attack. An ID smearing algorithm and dynamic

network partitioning scheme are developed to address cache-poisoning-based

DoS attacks, and these techniques are evaluated.

The susceptiblity of a P2P network to DoS attacks could preclude e-commerce

from taking place at all. Various techniques can be used to prevent, detect, contain,

and recover from such attacks. While we focus on studying attack containment tech-

niques in the first part of this dissertation, we expect that prevention, detection, and

recovery techniques developed by others will also need to be employed.

After studying the containment of DoS attacks in P2P networks, we shift gears

in the second part of this dissertation to study how we might support e-commerce in

P2P networks. In particular, we propose a commerce architecture for P2P networks

based on digital wallets, and describe an example implementation of a digital cash

system based on that architecture. The remaining two chapters are organized as

follows:

• Chapter 6 proposes a peer-to-peer based commerce architecture that takes ad-

vantage of the symmetry of peers in a P2P network, allows for support of new

payment protocols as they are developed, takes into account that peers may be

PDAs or other types of mobile devices in addition to more “standard” clients,

and proposes that the control of initiating purchase transactions be kept with

clients.

• Chapter 7 describes a prototypical implementation of the architecture in the

previous chapter to allow peers to efficiently make payments on PDAs. The im-

plemenation uses a digital cash protocol that takes advantage of a hybrid of two

public-key cryptosystems to satisfy the performance and memory constraints of

PDAs and other “lightweight” peers.



Chapter 2

DoS In Gnutella

In the next four chapters we study application-layer denial-of-service (DoS) attacks in

peer-to-peer (P2P) systems, and propose simple techniques to cope with such attacks.

In this chapter and the next, we chose to study Gnutella P2P systems, because they

are very vulnerable to attack and are very popular. Gnutella systems are one of the

most prevalent P2P systems today, with over 25 million client downloads, and 300,000

concurrent users during peak periods. In Chapters 4 and 5, we consider other types

of P2P networks.

A Gnutella network is made up of a number of regular nodes and supernodes. The

supernodes are typically connected to the Internet via high-bandwidth links, and can

typically process an order of magnitude more queries in a given unit of time than

regular nodes can. Supernodes form the “core” of the network and are responsible

for processing and routing queries. Regular nodes send their queries to supernodes.

In Gnutella (as well as in Morpheus [137] and KaZAA [93]), a client submits a

query (e.g., looking for a file) to a supernode (server). That supernode performs

a local search, and also broadcasts the query to its neighboring supernodes. Thus,

a large number of queries from a malicious node or supernode can exponentially

multiply throughout the system, consuming resources that other clients cannot use.

In this dissertation, we advocate application-layer “load balancing” techniques

that attempt to give nodes a “fair share” of available resources, thus making it harder

for malicious nodes to deny service. We also occasionally refer to our load balancing

33
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techniques as “query acceptance” techniques, as they help nodes decide which queries

to accept and which to drop. Most DoS work to date does not fall in this category:

current techniques tend to be either recovery-oriented, in which in-progress attacks are

detected and service is denied to offending clients, or preventative, in which security

mechanisms prevent clients from gaining access to resources [94]. In contrast, we

do not require servers to distinguish attack queries from bona fide ones, and indeed,

malicious clients will be able to receive some service. However, the load balancing

policies try to make sure that offending clients do not receive an inordinate amount

of service. Of course, in a Gnutella P2P system the challenge is to maintain a fair

load distribution in spite of the multiplicative effect of query broadcast.

Clearly, load balancing policies do not eliminate the need for preventative and

recovery-oriented techniques. We believe that all three types will be needed for pro-

tection against DoS attacks. In this dissertation we focus on the load balancing

techniques because we feel they have not been studied adequately in this context.

Because we are studying load balancing techniques, in our evaluations we focus on

flooding-type DoS attacks, as opposed to attacks that are better dealt with by other

techniques. (For example, if a single malicious query can crash a node, then we clearly

need to ensure, using a preventative approach, that such a query is never executed.)

We also note that some of the load balancing techniques we advocate are not new.

These types of techniques have been used for many years in network management,

processor scheduling, and many other applications. Here we are simply applying these

techniques to a P2P environment, and extending them to handle requests originating

via flooding from a malicious node that may be multiple hops away.

One area in which we have had to go beyond the current state of the art is in

the evaluation of DoS load balancing techniques. In particular, we needed and devel-

oped techniques for modeling and quantifying the “usefulness” of load balancing DoS

techniques. With our model and metrics we can compute how much “damage” a ma-

licious node may cause, which network topologies may be more vulnerable to attacks

(allowing greater damage), which nodes within a network are the most vulnerable,

and which load balancing techniques may be most effective. We believe that such an

evaluation is essential in order to fully understand flooding-based DoS attacks.
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An attacker could conduct a network-layer DoS attack by sending out enough

network packets to exhaust the network bandwidth of a number of supernodes, and

effectively shut down those supernodes. However, a much more powerful attack would

involve sending fewer packets containing application-layer queries that will be broad-

cast to an order of magnitude more supernodes. Such an application-layer attack

can waste a significant fraction of the total aggregate processing capacity of all of

the supernodes on the network, and will be more effective from the standpoint of an

attacker that wants to maliciously impact the entire network instead of just a few

supernodes.

Compared to network-layer DoS attacks, little is known about application-layer

DoS attacks. Even if a network is immune to a network-layer DoS attack, it will still

be susceptible to an application-layer attack because the number of query packets that

the attacker needs to inject need not approach the network bandwidth available– the

queries contained in the packets consume a significant number of CPU cycles and

disk I/Os that would have otherwise been used to service legitimate queries.

In this chapter, some of the challenges that we start to address are developing a

traffic model that captures the essential details of the problem, outlining a few options

for some of the key parameters in the model, and defining metrics that will help us

assess which options perform the best.

C

A

X

Y

B

Figure 2.1: An example of three node network

To further motivate the problem that we are solving, consider the oversimplified
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network of three nodes as shown in Figure 2.1. Each of the nodes is represented by

a circle, and stores data items (depicted by squares) in a database. Each node can

process up to C queries per day, and has a single user. Users can enter queries at

their own node, and can get search results from their own node. For instance, if the

user of node A issues a query for data item X, the user will receive a search result

from node A itself. However, nodes may also send queries to other nodes such that

users can benefit from search results that may be available elsewhere. For example,

if the user of node A issues a query for data item Y, node A can forward the user’s

query to node B, as node A would not be able to answer the query itself. (Node B

would, of course, forward the result back to node A.)

Assume that each user has 1
3
C queries per day, and when a user issues a query at

her node, the query is simultaneously forwarded to the other two nodes in the network.

In such a situation, each node is processing the maximum number of queries that it

can (1
3
C from its own user, and 2

3
C queries from the users at the other two nodes).

Consider what happens if one of the nodes, say node B, is malicious. Node B

might be able to carry out a variety of attacks, but here we are interested in one of

the simplest, easiest-to-conduct denial-of-service attacks that node B can conduct.

Node B might simply issue more than 1
3
C queries, and forward them to the other

nodes with the intention of wasting query processing resources at nodes A and C.

Legitimate queries could be denied those processing resources. If node B issues more

than 1
3
C queries, nodes A and C will receive more queries than they can handle from

B, and may have to drop some legitimate queries to handle the increased load.

In a real network, node B may also be forwarding queries on behalf of other nodes

(not shown in the figure), and nodes A and C may not be able to distinguish whether

the increased load originates at B or whether it is simply forwarding queries on behalf

of other nodes. In addition, because nodes in a Gnutella network broadcast queries

to all their neighbors, a single useless query can be replicated many times and deny

service to many legitimate queries. One “solution” might be to avoid a flooding-

based protocol, but flooding-based protocols are simple to build, easy to deploy,

obtain search results very quickly, are highly resilient to nodes joining and leaving

the system, and have been successfully used in many real systems. Furthermore, in
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systems such as wireless ad-hoc networks, flooding may be the only option on top

of which to build higher-level protocols, and we may not have the option of simply

choosing a non-flooding-based protocol.

In our example, to deal with the extra load, nodes A and C will be forced to select

some of the queries being sent to them for processing, and will drop others. That is,

nodes A and C need to use a query selection policy to decide which queries to process,

and which queries to drop in an overload situation. Since nodes A and C may not

know whether or not any of the other nodes they are connected to are malicious, they

may, for instance, decide to “fractionally divide” their capacity. That is, they could

decide to process at most C
3
queries from each of their links (and reserve C

3
capacity

for their own user’s queries). Doing so may reduce the number of malicious queries

they accept, but could also reduce the number of legitimate queries they accept from

other nodes.

In this chapter, we study the option of fractionally dividing capacity, as well as

several other methods that nodes may use to select queries for processing. The query

selection policy that nodes use may have a significant impact on the success that

a malicious node may have in conducting such a denial-of-service attack in which

it attempts to flood the network with “useless” queries. A query selection policy

may also have an impact on the performance of the network in terms of the number

of legitimate queries that are answered. It will be important to develop, identify,

and choose query selection policies that minimize the number of malicious queries

processed, while at the same time maximize performance.

The types of query selection policies that a node might employ will differ depend-

ing upon whether or not it is believed that extra load is due to increased user queries

somewhere in the network, or that malicious nodes are attempting to conduct a DoS

attack. In the former case, it may be useful for nodes to execute queries that make

up the extra load because it may mean that some legitimate user simply has “bursts”

of queries that need to be answered to support some application. However, in the

latter case, the queries that make up the extra load could be ignored in an attempt to

prevent capacity from being used up by useless queries. It may be difficult to distin-

guish the two cases, and our goal in this chapter is to develop and use query selection
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techniques that attempt to balance load with the bias that highly unbalanced load

may be the result of malicious nodes.

A malicious node may use various flooding strategies to create overload situations.

For example, it could decide to use all of its processing resources to forward useless

queries, or could tailor its attack against particular query selection policies that good

nodes might use. Also, although the three-node network in our example is perfectly

symmetric, a malicious node might choose to take on different locations in a real

network to deny good nodes of query processing resources. In this chapter, we study

representative topologies in which a single malicious node uses all of its processing

capacity to forward useless queries. In the next chapter, we study larger topologies in

which many malicious nodes use different flooding strategies to attack the network.

Our approach to mitigate application-layer flooding attacks is to have supernodes

employ various traffic management policies to “fairly” balance the query load to

minimize the effect that one or more malicious nodes can have on the network. We

do not require supernodes to distinguish attack queries from bonafide ones. Detection

techniques that attempt to discern attack queries from bonafide ones may be overly

challenging to devise correctly and may suffer from a high rate of false positives

or negatives. In addition, such detection techniques may also be computationally

expensive.

Our main contributions in this chapter are as follows:

• We define a simple but effective traffic model for query flow in Gnutella networks,

and outline policies that nodes may use to manage query flow. We define expected

behaviors for “good” and “malicious” nodes, and metrics that we use to evaulate

the impact that malicious nodes have by flooding the network. (Sections 2.1, 2.1.2,

and 2.2)

• We evaluate how network topology affects the ability of a malicious node to flood

the network. In our evaluations, we study the vulnerability of complete, cycle,

wheel, line, star, grid, and power-law topologies under various flow management

policies. (Sections 2.3.1, 2.3.2, and 2.3.3)

• We evaluate how different combinations of flow management policies can be used
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to manage the distribution of damage across the nodes in a network. (Sec-

tion 2.3.4)

2.1 Gnutella Traffic Model

In this section, we define a simple, discrete-event-based traffic model for Gnutella

networks that models query flow and query load in the nodes of the network.

The model that we present is an intentionally coarse-grained and relatively simple

model whose goal is to capture the important features of query traffic 1. We do not

expect the model to predict actual query loads (as might be observed in a real net-

work), but we do expect it to tell us about relative query loads at nodes of the network

by using different application-layer policies that we will consider in Section 2.1.2.

As mentioned earlier, a Gnutella network is made up of two types of nodes: regular

nodes and supernodes. Supernodes have access to more network bandwidth and CPU

cycles, and are able to do more disk I/Os per unit time than regular nodes. In a typical

P2P network, supernodes are able to process a few orders of magnitude more queries

per unit time than regular nodes. As such, we only explicitly account for supernodes

in our model. We assume that regular nodes connect to supernodes, and they submit

their queries to supernodes to have them processed. The set of regular nodes that are

connected to a supernode are called its local peers, and the set of supernodes that are

connected to a supernode are called its remote peers. We assume that each supernode

v in the network is able to process Cv queries per time unit, and we say that Cv is

the supernode’s query bandwidth. When a supernode processes a query, we say that

the supernode has executed one unit of work. If the query was sent to it by a local

peer, we say that one unit of local work has been done, or if the query was sent to it

by a remote peer, we say that one unit of remote work has been done.

The topology of the network is modeled as a graph (V,E) where V is the set

of supernodes in the topology, and E is the set of bidirectional links between the

1While the Gnutella protocol does include messages other than queries and query-hits, we only
consider queries in our traffic model, as processing queries takes significantly more network, disk
I/O, and CPU resources than processing other messages in the protocol.
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supernodes of the graph. Let N = |V | be the total number of nodes in the network.

We let G denote the set of good supernodes that, in general, follow the protocols we

describe, andM denote the set of malicious supernodes, which may or may not follow

the protocols. Of course, at any instant G ∪M = V and G ∩M = ∅. Also, if there

exists an edge (u, v) ∈ E, supernodes u and v are informally said to be “neighbors.”

Time is divided into a number of discrete- time intervals, t = 0, 1, 2.... Queries

may be sent from one supernode in the graph to another supernode in the graph

within one unit of time only over one of the links in E. For example, if during the

first time interval t = 1, a supernode v1 ∈ V sends a query to another supernode

v2 ∈ V , then the query arrives at v2 at time t = 2. As we only explicitly model

supernodes, the term node will be used to refer to a supernode in the remainder of

this chapter, unless we state otherwise.

In a real Gnutella network, nodes join and leave the system over time. For the

purposes of our study, and determining which traffic management policies are most

successful at mitigating query floods, it is sufficient to model a static network. Since

the traffic management policies that we consider in Section 2.1.2 do not depend

on time, the results of which traffic management policies perform the best in our

experiments in Section 3.2 will not be different for networks whose topologies vary

dynamically.

During each discrete time interval, four actions take place at each node.

1. Query Admission / Injection. In this work, we are interested in studying how

the network performs when it is under stress. Certainly, the effects of a query-

flood DoS attack will be most significant when the network is already under a

maximal load, and all of its processing capacity is expended doing useful work.

Under such a scenario, each useless query that is injected into the network by

a malicious node will end up displacing or denying a good, useful query the

opportunity of being processed. As such, we assume that all nodes have an

infinite number of queries that need to be processed, and good nodes need to

decide how many queries to admit into the system in a particular time interval

to keep the network operating at maximum throughput. While admitting a

query and and injecting a query mean the same thing, in the remainder of this
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dissertation, we will use the term admit to refer to a good node submitting

queries into the system, and inject to refer to a malicious node submitting a

query into the system.

Therefore, the first action that takes place at a node in a particular time in-

terval is deciding how many queries it will admit or inject into the network for

processing.

2. Receive and Decide on Queries. Each node receives queries from its local peers

and from its remote peers. A node may receive more queries from its local and

remote peers than it can process in a given time interval. Hence, each node

needs to apply traffic management policies to inspect all the queries that it

receives, and decide which queries to process and which queries to drop based

on traffic management policies.

3. Process Queries. For each query that a node has decided to process, it must

look for matches for that query against its local repository or database of files.

4. Forward Queries. For each of the queries that the node has decided to process,

it may forward the query to its neighbors.
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Figure 2.2: DoS Model

We now describe our model more formally. We will use the following definitions

later in the chapter to describe our query processing strategies and performance met-

rics.

We model a query as a four-tuple q = (id, o, t, k) where:

• id is a 16-byte query descriptor that is unique amongst all queries in the network

(with very high probability)
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• o is the node at which the query originated2.

• t is the query’s current Time-To-Live (whose function will be described shortly),

and

• k is a list of keywords.

We will refer to each of the components that make up a query as q.id, q.o, q.ttl,

and q.k to refer to the query’s id, origin, current TTL, and keywords.

Let Ou,v(t) be the multi-set of queries that node u sends to node v at time t.

Let Lv(t) be the multi-set of queries that node v receives from local peers at time t.

Node v may not be able to process all of the queries it receives. Node v examines the

incoming queries contained in Ou,v(t − 1), ∀u where (u, v) ∈ V , as well as those in

Lv(t− 1). (Of course, if (u, v) /∈ E, then Ou,v(t− 1) = 0). At time t, v may have to

choose some subset of the queries in the set
⋃

uεV Ou,v(t−1)∪Lv(t−1) for processing.

Let Iu,v(t) be the multi-set of queries that node v actually processes from node u at

time t. (Iu,v(t) ⊆ Ou,v(t − 1).) Similarly, let Pv(t) be the multi-set of local queries

that v actually processes. (Pv(t) ⊆ Lv(t− 1).) During each time step, a node selects

at most Cv queries for actual processing. In other words, nodes have the following

capacity constraint:
∑

∀u |Iu,v(t)| + |Pv(t)| ≤ Cv. A diagram depicting the query

flows processed is shown in Figure 2.2. For the purposes of our study, we assume

that processing queries dominates the computation that takes place at nodes. We

also assume that all queries can be processed within one discrete time interval. After

processing these queries, node v broadcasts the processed queries to all of the nodes

to which it is connected: Ov,w(t) =
⋃

u Iu,v(t) ∪ Pv(t) where (v, w) ∈ E and u 6= w.

(The broadcast is done with the exception that queries are not sent back along the

paths from which they arrived.)

As we have seen, nodes in the Gnutella network rely on a flooding-based protocol

to propagate queries through the network. To keep queries from propagating through

the network endlessly, we describe two basic traffic management mechanisms that

2Current Gnutella networks do not stamp queries with the nodes at which they originated, but
this feature could be added. However, we do not assume that the integrity of the source id is
protected by an authentication mechanism.
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are specified as part of the Gnutella protocol: TTL stamping and duplicate query

elimination.

We first describe how TTL stamping takes place. Each query is given a TTL

(time-to-live) by the node that originally injected the query into the network. We

assume that all peers in the network inject queries into the network with the same

TTL, τ . After a node processes a query, it decrements the TTL of the query. If the

TTL of the query is non-negative, the query is broadcast to all of its remote peers.

The second mechanism, duplicate elimination, assigns a unique GUID (Global Unique

IDentifier) to each query. (The GUID is typically the output of a hash function, and is

only globally unique with high probability.) Each node records the GUIDs of queries

that it has recently seen and never selects queries that it has seen recently to be

processed a second time. (Duplicate queries may arrive at a node due to cycles of

length less than τ in the topology.)

2.1.1 Reservation Ratio (ρ)

Nodes must provide some level of fairness between servicing local and remote queries.

If supernodes only service local queries, then local peers will not benefit from query

results that could be obtained from other supernodes in the network. If supernodes

service only remote queries, then local peers will be neglected.

To allow a supernode to decide how to split its processing capacity we define ρ to

be the fixed fraction of query bandwidth that a supernode reserves to service local

queries (0 ≤ ρ ≤ 1). A supernode v uses ρ to determine how many queries to accept

from local peers and how many queries to accept from remote peers when the total

number of queries sent to it exceeds Cv. (If the total number of queries sent to it

does not exceed Cv, the supernode will simply process all the queries sent to it.)

While current Gnutella clients do not support the ability to use a reservation ratio

(ρ) to divide up their available query bandwidth, we will be interested in studying

how different policies that use ρ might be used to maximize the number of useful

(non-malicious) queries processed by network, ensure fairness in servicing queries,

and manage floods of attack traffic.
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Formally, if |Gj(t− 1)| ≤ ρCv, then Pj(t)← Gj(t− 1). Otherwise, we select ρCv

queries from Gj(t − 1). Queries that are not selected from Gj(t − 1) for processing

at time t can be queued for future time steps (or even discarded). The remaining

capacity, Cv − |Pj(t)| is now allocated among the queries arriving from remote peers.

We will refer to ρCv as node v’s local query bandwidth (LQB), and (1−ρ)Cv as node

v’s remote query bandwidth (RQB).

There are several combinations of policies that we shall consider for allocating the

RQB among queries arriving from remote peers. There are two questions that these

policies answer:

1) how many queries should be accepted from each remote peer?, and

2) if there are more queries arriving from a remote peer than we decide to accept,

which ones should we accept?

The policy used to answer the first question is the incoming allocation strategy,

and the policy used to answer the second question is the drop strategy.

2.1.2 Query Selection Policies

Deciding which queries to drop and which queries to process is the most critical

decision that a node needs to make to mitigate a query-flood DoS attack. Certainly,

if a node processes too many queries that were issued by a malicious node, then

the node will be highly affected by the attack since it is not doing “useful” work by

processing queries that were issued by legitimate, good nodes. Not only will such a

node be wasting its processing capacity, but it may then (inadvertently) forward those

queries onto other nodes. Should those nodes decide to process the query, additional

processing resources in the network will have been wasted. Due to the multiplicative

effects of flooding, a linear increase in the number of malicious queries can cause an

exponential waste in processing resources throughout the system.

In this chapter, we study various query selection policies that seek to reduce the

multiplicative effect of query-floods. Query selection policies manage the floods after

malicious nodes have injected the queries into the network. Since we make the as-

sumption that a good query is indistinguishable from a malicious query, the highest
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level of success that can be acheived occurs when a linear increase in the number of

malicious queries issued results in no more than a linear drop in performance. Some

of the query selection policies that we evaluate in Section 3.2 acheive this goal while

others do not.

During each time interval of our model, TTL stamping is applied before query

selection policies, and duplicate query elimination is done after query selection policies

are applied.

We divide a node’s query selection process into two parts. First, a node assigns

a “link quota” to each of its remote peers that serves as a maximum for how many

queries it will accept from each of them. Then, if particular remote peers send more

queries than allowed by their link quota, the node must decide which queries to

actually process and which queries to drop to meet the link quotas The policy that

is used to decide link quotas is called the incoming allocation strategy (IAS), and the

policy that is used to allocate which queries to drop from remote peers that exceed

their quota is called the drop strategy (DS).

More precisely, an IAS is a function that takes as input a vector of sets < Ou1,v(t−

1), Ou2,v(t − 1), ..., Ouk,v(t − 1) > and returns a vector of integers < q1, q2, ..., qk >,

0 ≤ qi ≤ |Oui,v(t− 1)|, specifying the maximum number of queries node v can accept

from node ui. A DS is a function that takes a set (such as Oui,v(t−1)) and an integer

(such as qi) and returns a set Iui,v(t) specifying exactly which queries from its remote

peers node v should process. We consider various IAS and DSes in the next section,

and illustrate how they work with a running example.

We make the assumption that a node has enough processing capacity to at least

examine all of the queries arriving on all of its links to make its decisions using IAS

and DS policies. The time required to process a query typicially involves searching

for a keyword in a hash table, inverted index, or some other main memory data

structure. However, keyword search for content has its limitations, and over time

more sophisticated search mechanisms will be employed. For instance, some Gnutella

clients use other metadata in addition to keywords as part of searches [112]. As

the search mechanisms become more complex, query processing will dominate the

time required to service incoming queries. In turn, the time to examine all incoming
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queries will become negligible compared to the time required to process queries that

are chosen to be serviced.

2.1.3 Incoming Allocation Strategy

In this section we define how varioius IASes work in general, and we also illustrate

them with a specific example. For a particular node v, let pi be the number of queries

arriving on v’s ith edge. That is, pi = |Oui,v(t − 1)|, 1 ≤ i ≤ d(v), where d(v) is the

degree of v. For example, consider a node A that has two edges to nodes that are

sending it queries. Node A has a link to node B that is sending it 16 queries, and also

has a link to node C that is sending it 4 queries. We say that p1 = 16, p2 = 4, and

d(A) = 2. Also, for the purposes of this example, we assume that node A has a RQB

of 10 ((1− ρ)CA = 10), and it must decide what quotas to set for each of its links.

There are two key incoming allocation strategies (IASes) that we cover in this

chapter: weighted and fractional. In this section, we describe how each of these

strategies selects which adjacent nodes to process queries from. As mentioned in

Section 2.1, we refer to the components of a query using a dot notation such that

q.o refers to the origin node (at which the query was first admitted or injected) and

q.t refers to the TTL. In the policies that we describe, the origin and TTL of queries

will be of interest, while the ids and keywords of the queries will not. Many distinct

queries can have the same origin and TTL, and we will refer to η distinct queries with

the same origin and TTL as ηq.

For a given query q, the node at which the query originated is q.o, the time at

which it originated is q.t, its time-to-live is q.t. Depending on the P2P protocols

in use, a query may or may not carry all the information with it. Furthermore, the

information carried by q may be false, having been modified by some rogue node that

handled it earlier.

Weighted IAS. We use the weighted IAS to approximate the case in which nodes

simply choose to service queries on a first come first serve (FCFS) basis. Weighted

IAS is intended to model a “naive” Gnutella node in which the likelihood that a

query from a particular incoming link will be accepted is proportional to the number
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of queries arriving on that link. We assume that all queries arriving at a particular

node j from remote peers arrive according to a uniform random distribution. Hence, a

remote peer that is sending j many queries per time step will have more of its queries

arrive at j than those of a remote peer that is sending j just a few queries per time

step. As such, weighted IAS gives more weight to processing queries from remote

peers that send more queries, and less weight to processing queries from remote peers

that send less queries.

We assume that queries arriving at node j from remote peers are equally likely to be

accepted. Thus, the more queries a neighbor sends, the more will get accepted.

If fewer than (1−ρ)Cv queries are sent by remote peers, then all queries that are sent

are accepted for processing. If more than (1− ρ)Cv queries are sent by remote peers,

then the number of queries accepted from each remote peer is weighted by the fraction

of the total queries sent. If a node has κ remote peers that send it α1, α2, ...ακ queries,

it will accept up to αλ
Σ∀iαi

(1− ρ)Cv queries3 from the λth remote peer, 1 ≤ λ ≤ κ.

On average, this models a node choosing Cv queries from
⋃

iεV Ii,j using a uniform

random distribution.

For instance, in our example, the weighted IAS divides the RQB such that |IB,A(t)| =
16
20
(1− 0.2)100 = 67 and |IC,A(t)| =

20
120

(1− 0.2)100 = 13.

Fractional-Spillover IAS (Frac−Spill− IAS). Fractional-Spillover IAS attempts to

give each of a node’s incoming links an equal fraction of query bandwidth. If a node

has κ remote peers, a fractional IAS allocates up to 1/κ of its query bandwidth for

handling the queries from each of its remote peers. Any extra query bandwidth that

is unused by a remote peer sending less that 1/κ queries is allocated to remote peers

that are sending it more than 1/κ queries. Also, if the LQB is not completely utilized

by local peers, any leftover LQB is allocated to servicing queries from remote peers.

To illustrate Fractional-Spillover IAS by example, the IAS divides its RQB of 10

across its two links, thereby assigning a link quota of 5 queries each to nodes B and

C. However, since node C is only sending 4 queries, the extra unused unit of capacity

3To keep our explanation of policies conceptually clear, we will not add floors and ceilings to
quantities. In our simulations, floors are taken for most calculated quantites, and policies are run in
multiple “rounds” to ensure that all available query bandwidth is used up.
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Cr ← Cv { Cr is the capacity remaining }
Nr ← k { Nr is the number of nodes that still have queries to send }
for i = 0 to k do
qi ← 0

end for
while Nr > 0 and Cr > 0 do
m← Cr/Nr

for i = 0 to k do
Ni ← min(m, pi)
qi ← qi +Ni {update link quota for Ni more queries}
Cr ← Cr −Ni

if pi = qi then
Nr ← Nr − 1

end if
end for

end while

Figure 2.3: Fractional-Spillover IAS

is allowed to spillover to be used by node B. Therefore, Fractional-Spillover IAS sets

a link quota of |IB,A(t)| = 6 for node B and |IC,A(t)| = 4 for node C.

In the remainder of this chapter, we will refer to Fractional-Spillover IAS as simply

Fractional IAS. In the next chapter, we will, however, study the trade-offs between

using a Fractional IAS in which RQB that is unused by a peer sending less than 1/κ

queries is wasted versus one in which RQB unused by one peer is allowed to spillover

to other peers.

Pseduo-code for the Fractional − Spill − IAS is given in Figure 2.3.

When we refer to fractional IAS in the remainder of the chapter, we are referring to

fractional spillover IAS unless we state otherwise.

Other policies. Other choices for incoming strategies include least-queries-first and

preferred neighbors. In a least-queries-first strategy, a node may choose to first process

queries from the adjacent node that sends it the least number of queries, then process

queries from the adjacent node that sends it the next highest number of queries, and

so on until its query bandwidth is fully utilized. Alternatively, a preferred neighbors

strategy involves a node first choosing to process queries from an adjacent node that
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it “prefers” the most (using some definition of preference), followed by processing

queries from the next most preferred adjacent node, etc. until its query bandwidth

is fully utilized. For the remainder of this chapter, we only consider fractional and

weighted IASes. However, other IASes warrant examination in Chapter 3.

2.1.4 Drop Strategy (DS)

This section describes drop strategies (DSs). When the IAS used for node j de-

termines that no more than m queries may be accepted from a remote peer i, and

i sends |Oi,j(t − 1)| = m + ∆ queries (where ∆ > 0), node j uses a DS to de-

termine specifically which ∆ queries to drop. In our examples below, node j re-

ceives Oi,j(t − 1) = {2q1, 2q2, 6q3} where q1 = (id1, a, 5, k1), q2 = (id2, a, 4, k2), and

q3 = (id3, b, 4, k3). That is, j receives 4 queries that originated at node a where two of

them have a TTL of 5 and two of them have a TTL of 4, and 6 queries that originated

at node b and have a TTL of 4.

To briefly illustrate these strategies at work, we will denote a query that originates

at node a and that has a TTL of φ when it arrives at node j by aφ.

The proportional and equal strategies described below make decisions about which

queries to drop by considering the nodes at which the queries in Oi,j(t−1) originated

as well as their TTL.

Proportional. Let node j receive Oi,j(t− 1) = {η1q1, η2q2, ...ηnqn}. If j uses a propor-

tional DS, it will accept up to ηχ
Σnχ=0ηχ

queries of type qχ, 1 ≤ χ ≤ n.

In our example, if m = 5, then proportional DS chooses Ii,j(t) = {q1, q2, 3q3}.

Equal. The equal DS chooses queries uniformly based on the origin of the query. If

queries arrive at j from β different sources (not necessarily neighboring nodes), the

equal DS will attempt to choose m
β

queries from each source. If some sources sent

fewer than m
β
queries, then the extra query bandwidth will be shared equally across

queries from sources that sent more than m
β
queries.

For instance, if m = 4, then the equal DS chooses Ii,j(t) = {q1, q2, 2q3}.

OrderByTTL (PreferHighTTL / PreferLowTTL). The OrderByTTL strategy is used

to drop either those queries with the lowest or highest TTLs, regardless of the nodes



50 CHAPTER 2. DOS IN GNUTELLA

at which they originated. We will refer to these strategies as PreferHighTTL and

PreferLowTTL, respectively.

If m = 1, PreferLowTTL gives either {q2} or {q3}. (Ties are broken arbitrarily.)

Alternatively, for m = 1, PreferHighTTL gives {q1}.

2.2 Metrics

To evaluate whether or not (and how well or how badly) the policies above may

help us manage queries distributed by malicious nodes, we define a work metric, the

concept of a service guarantee, and a damage metric that allows us to quantitatively

determine the service loss a malicious node may be able to inflict on a Gnutella

network. In addition, we will describe how we model “good” nodes (that use our

policies) and how we model “malicious” nodes (that attempt to flood the network,

possibly ignoring reasonable policies). Given a scenario (a set of nodes, a topology,

a load of admitted queries) and the policies in use, we can simulate operation of the

system. For some simple scenarios, we are also be able to obtain analytical results.

Our metrics tell us how the system performs.

2.2.1 Work

Our definitons for work broadly measure the number of queries processed by one

or more nodes in the network. More specifically, for a particular node j, Wj(t) is

the work or cumulative number of queries processed at node j from time 0 to time t.

Furthermore, we distinguish local work from remote work. The local work, Lj(t) is the

cumulative number of queries that node j receives from its local peers and processes

from time 0 to time t. Similarly, remote work, Rj(t) is the cumulative number of

queries that node j receives and processes from its remote peers from time 0 to time

t. Of course, Wj(t) = Lj(t) +Rj(t).

To understand how local and remote work changes with ρ, let us consider what

happens if we start with ρ = 0 and slowly increase it.

If ρ = 0 for all nodes, then each of the nodes allocates all of its query bandwidth
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to queries arriving from remote peers. Unfortunately, nodes send out ρCv = 0 queries

during each time step. While each node is “all ears,” no node is sending out any

work. As a result, the total local work and total remote work are both 0.

As ρ increases, more and more queries are accepted from local peers, and more and

more queries will be processed by the network. Both the local and remote work will

increase. However, at some point, each node will be processing the maximum number

of queries possible (as specified by its capacity, Cv). After this point, if ρ increases

any further, nodes will have to start dropping remote queries, and the amount of

remote work will start decreasing. However, since we make the assumption that local

peers always admit ρCv queries, the amount of local work will continue increasing as

ρ increases.

Once ρ = 1, then each of the nodes allocates all of its query bandwidth to queries

arriving from local peers, and do not service any queries from each other. The total

local work will be maximum and the total remote work will be 0.

Consider the network topology K3 = (V = {1, 2, 3}, E = {(1, 2), (1, 3), (2, 3)}} in

which we have a network of three nodes with three edges completely connecting the

nodes, and Cv = 100, 1 ≤ v ≤ 3.

To illustrate our definitions of local and remote work, let us calculate L1(2) and

R1(2) when ρ = 1
4
for all nodes. Additionally, we assume that local peers have an

infinite supply of queries. At time t = 0, 25 queries per node are received from local

peers, and |G1(0)| = |G2(0)| = |G3(0)| = 25. At time t = 1, each of these sets of

25 queries are accepted for processing, and |P1(1)| = |P2(1)| = |P3(1)| = 25. Nodes

then broadcast these queries to each other, |Oi,j(1)| = 25, 1 ≤ i, j ≤ 3, i 6= j. Of

course, at time t = 1, all local peers continue generating queries such that |G1(1)| =

|G2(1)| = |G3(1)| = 25. Hence, in the next time step t = 2, each node accepts local

queries admitted in the previous time step, and remote queries arriving at t = 2. The

cumulative local work processed at node 1 is L1(2) = |P1(1) +P1(2)| = 25+ 25 = 50,

and the cumulative remote work processed is R1(2) = |I2,1(2)|+ |I3,1(2)| = |O2,1(1)|+

|O3,1(1)| = 25 + 25 = 50.

Note that none of the remote queries need to be dropped since (1−ρ)c1 = 75 > 50.

On the other hand, if we recomputed our example with ρ = 2
3
for all nodes, then node
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1 receives 66 queries from each of node 2 and node 3, and can only accept a combined

total of (1 − 2
3
)100 = 33 queries from both of them. Hence 99 queries are dropped,

and R1(2) = min(|I2,1(2)|+ |I3,1(2)|, (1− ρ)c1) = 33.

2.2.2 “Good” nodes

In our model, “good” nodes have two important characteristics. Firstly, we make the

simplifying assumption that the processing capacity Cv is the same for all nodes in

the graph. In particular, ∀vεV, Cv = C, where C is some constant. Secondly, good

nodes in the network are compelled to find a setting for ρ that maximizes the remote

work. 4

Definition 2.2.1 Optimal Rho, ρ̂. Let ρ̂ be the setting for ρ that maximizes ΣvεVRv(t).

We may analytically solve for ρ̂ in some cases assuming that we have knowledge

of the topology of the network, as we will demonstrate shortly.

Also, for certain topologies the optimal value for ρ may be different for different

nodes in the network. However, for simplicity, we will assume that we would like to

have a common setting for ρ for all nodes. We will have to sacrifice some remote

work to have a common ρ, but doing so will simplify the implementation of our load

balancing policies in a real network. In [194], we prove that using the same ρ̂ for all

nodes in the network results in remote work that is no less than τ
τ+1

of the remote

work that can be acheived if nodes were allowed to use different ρs. Furthermore,

in real snapshots of Gnutella network topologies, the remote work lost by using the

same ρ̂ for all nodes is typically less than 2 percent of the maximum acheivable.

Consider the network topology K3 = (V = {1, 2, 3}, E = {(1, 2), (1, 3), (2, 3)}) in

which we have a network of three nodes with three edges completely connecting the

nodes, and Cv = 100, 1 ≤ v ≤ 3. For K3, the reader can verify that the setting at

which ρ maximizes the remote work is 1
3
. (At this setting, the amount of new work

4Alternatively, we can maximize the total work, but maximizing the remote work has the benefit
that it gives us the smallest possible setting for ρ for which the total work is maximized and the
minimum number of remote queries are dropped. A more detailed discussion appears in [159].
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admitted and sent to any given node is exactly equal to the amount of work that it

can accept.)

While the appropriate setting for ρ might be obvious in our small example, it

is important for good nodes in our network to be able to compute ρ̂ for arbitrary

networks. We provide a general formula for computing ρ̂ for symmetric networks

below, following some elementary definitions. In each of the following definitions, we

assume a network topology (V,E) and time to live τ .

Definition 2.2.2 Distance, d(j, k). Let d(j, k) be the length of the shortest path

between nodes j and k. Note that d(j, j) = 0.

Definition 2.2.3 Radial-Node-Set, δ(j, h). Let δ(j, h) = { v | d(j, v) = h }. That is,

δ(j, h) is the set of nodes v such that the shortest distance between j and v is exactly

h.

Definition 2.2.4 Arial-Node-Set,D(j, h). Let D(j, h) =
⋃h
i=1 δ(j, i). That is, D(j, h)

is the set of nodes v such that the distance between j and v is greater than or equal

to 1 but less than or equal to h. Note that D(j, h) does not include j itself. That is,

j /∈ D(j, h). Informally, D(j, h) is the set of nodes that are within h hops of j, not

including j itself.

Theorem 2.2.1 Optimal Rho, ρ̂. If all nodes v in V have Cv = C for some constant

C > 0 and we require that all nodes have ρ set to the same value, then

ρ̂ =
|V |

ΣvεV |D(v, τ)|+ |V |
.

Proof

To ensure that the amount of new work admitted in the network is exactly equal

to the amount of work that each node can accept, capacity must be reserved to service

any particular query at each node within τ hops of where the query originated. Each

node j processes a maximum of (1−ρ)C queries, and there are |D(j, τ)| nodes within

distance τ . During each time step t, node j needs to service ρC|δ(j, i)| queries that

were admitted at time t − i from nodes that are i hops away, 1 ≤ i ≤ τ . Hence,
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for each node jεV , the number of queries that it processes must exactly equal the

number of queries admitted within τ hops, if indeed j is to be able to process the new

work admitted in a given time step. This yields the equation |D(j, τ)|ρC = (1− ρ)C

which can be solved to determine the optimal setting for ρ for node j. However, we

require that all nodes share the same ρ, so we simply sum each side of the equation

across all nodes: ΣvεV |D(v, τ)|ρC = |V |(1− ρ)C which as desired yields our theorem

upon solving for ρ.

In summary, good nodes in our model set Cv = C, and ρ = ρ̂ to maximize the

remote work done by the network.

2.2.3 Malicious Nodes

We are interested in studying flooding-based attacks, and we model a malicious node

such that it injects as many queries as it is capable of. However, there exist many

other behaviors that a malicious node may engage in to cause harm to other nodes

in the network.

For example, a malicious node may 1) amplify the TTL of such queries already

flowing through the network, 2) conduct a “smurf”-attack in which it sends query-

hit messages claiming that some victim node has the answers to every other node’s

queries, or 3) inject just a few queries that will have so many results that nodes

may become overloaded forwarding query-hit messages. While there are many such

options available to the adversary, we focus specifically on query floods.

Some of these other attack models are worthy of study in future research, and

it is likely that we will be able to apply some of the lessons that we learn from our

current study to minimize the effect of these other attacks.

To construct a query flood attack, a malicious node dedicates all of its processing

capacity to injecting “useless” queries. Malicious nodes may be able to inject more

than C queries. That is, a malicious node may be able to inject more queries than a

good node is able to accept for processing. However, since a good node knows that

other good nodes can send at most C queries, it only examines the first C queries

from each incoming link during a given time step, and ignores the rest. While a
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malicious node can inject more than C queries, the effect will be the same as if it

injects exactly C queries. Hence, we set cm = C, where m is a malicious node.

After injecting queries in a given time step, a malicious node has no processing

capacity left over. In addition, it does not have any incentive to process or forward

queries that are sent to it by remote peers. To model a flood injected by a malicious

node, we have the malicious node set its reservation ratio ρ to 1, whereas good nodes

typically have their reservation ratio set to a significantly lower value. Also, when

good nodes process queries that are injected by malicious nodes, the processing of

those queries does not contribute to remote work.

Alternatively, a node can statically allocate more capacity to incoming links from

nodes in a way proportional to the number of hosts each of them are connected to

(assuming such information is available and reliable). If such a strategy results in

more resilience to DoS attacks, it will then be worthwhile to design mechanisms into

P2P protocols that make authentic topology-related information available to nodes.

In any case, it will be worthwhile to experiment with various capacity allocation

strategies in our simulations as a first step to determining what enhancements to add

to P2P protocols to achieve resilience to DOS attacks.

When there are more queries that can be handled, we also need a policy for

selecting queries. There are many choices here. For instance, preference could be

given to younger (or older) queries, to queries with a shorter (or longer) time-to-live,

that have longer (or shorter) disjoint paths. (Of course, queries that have been seen

before, that arrived from another neighbor, should be eliminated.) Preference could

also be given to queries that originate from nodes that are “trusted” or have better

“reputations” than others. For example, a node A could give priority to queries

injected by a node B that has successfully responded to A’s own queries. Or, node

A could give priority to nodes that have produced many useful responses for other

nodes. (Some P2P systems such as Mojo Nation [133] have this type of capability.)

Finally, there are the actual P2P protocol policies, i.e., what happens to queries

once they are processed. For example, a query may be routed to all neighbors, unless

its time-to-live has expired. Or the query may be sent to a subset of neighbors, based

perhaps on the load they are generating or based on the state of routing indexes [7].
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2.2.4 Service

A key metric that we can use to understand the effects of a malicious node in the

network will be service, Si,j(t), the number of queries that originate at node i and

are processed at node j at time t. The service Si,j(t) tells node i how many of its

queries are processed by node j at time t. For example, if node 2 processes 5 of node

1’s queries at time t = 3, then S1,2(3) = 5.

We now more formally define the notion of service, and two variations of it, radial

and arial service, that we use in our evaluations.

Definition 2.2.5 Service, Si,j(t). Let Si,j(t) = σq.o=i(
⋃

vεV Iv,j(t)). Note that we use

σ to be selection over multi-sets, as defined in bag-relational algebra.

Definition 2.2.6 Radial Service, Rj(h, t). Let Rj(h, t) = Σvεδ(j,h)Sj,v(t). Rj(h, t)

denotes the total service that node j receives from all of the nodes whose shortest

distance from j is exactly h. (Informally, Rj(h, t) is the total service that i receives

from all nodes that are exactly h hops away from i in the network.)

Definition 2.2.7 Arial Service, Sj(h, t). Let Sj(h, t) = ΣvεD(j,h)Sj,v(t). Sj(h, t) de-

notes the total service that node j receives from all of the nodes within h hops.

While service might be an interesting metric in itself, we will most often use service

in a comparative fashion in which we compare the service that a node receives under

“normal” circumstances to the service that a node receives when there is a malicious

node present in the network.

First, we can evaluate the service guarantee for each node. We assume no rogue

nodes in the system, but we assume that all nodes admit the maximum number of

local queries. We can then compute Si,j(t) as the number of queries with q.o = i

processed at node j at time t. We call Si,j(t) a guarantee because it represents the

service j provides to i even when the system is fully loaded. We can compute a steady

state guarantee, and we can also compute the average guarantee for i at all nodes.

We can also model a system with, say, one rogue node that does not follow the

protocols, and compute the guarantees. For example, rogue nodes can increase the
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time-to-live field of all queries that are forwarded through it, thereby amplifying the

life of queries and generating unnecessary traffic. Rogue nodes that do not follow

protocols can also launch any number of other DoS attacks. Each of these DoS

attacks can be modeled, simulated, and the reduced guarantee can be calculated.

The reduced guarantee can be considered the damage inflicted by the rogue node.

For example, say node j is guaranteed 10 queries per time unit at node i, when no

rogue node exists. If a rogue node causes i to only process 5 of j’s queries, then the

damage would be 50%.

2.2.5 Worst-case and Best-case Scenarios

In the damage distribution experiment described in Section 2.3, we will consider two

scenarios in which a malicious node is present in the network: a best-case scenario,

and a worst-case scenario. In both scenarios, there is a malicious node in the network.

In each of the scenarios, we will study the effect of the malicious node on the network

from the point of view of a “victim” node. In particular, we will be interested in the

reduction in service that the victim node receives if there is a malicious node present

in the network.

As mentioned above, a malicious node in our experiments is one that sets ρ = 1

in an attempt to flood the network with “useless” work. The malicious node does not

carry out any behavior that explicitly attacks the node that we will call the victim.

Nevertheless, we will still use the term victim for the node from whose point of view

we are studying the impact of the malicious node’s behavior. More specifically, we

study the degradation in service that the victim node experiences due to the presence

of the malicious node. It is most likely the case that other nodes suffer degradation

in the service they receive from other nodes as well. However, by studying service

degradations for different victim nodes in the network, we build an understanding of

how much impact a malicious node has on various relative placements of the malicious

and victim nodes in a particular topology. Hence, when we say best-case and worst-

case scenario, we mean best-case and worst-case scenario from the standpoint of the

victim when there is a malicious node in the network.
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In the best-case scenario for the victim, we assume that none of the other non-

malicious nodes are generating any queries, such that all nodes (except the malicious

one) can spend their resources servicing queries from the victim. Such a case may

occur in a real network at, say, 4 A.M. when the victim sends out queries to an

unloaded network. To simulate the best-case scenario in our experiments, we set

ρ = ρ̂ for the victim (it is a good node), ρ = 1 for the malicious node, and ρ = 0 for

all other nodes in the network.

On the other hand, the worst-case scenario for the victim occurs when all other

nodes in the network are broadcasting as many queries as they are allowed by the

optimal reservation ratio. In other words, ∀j, t Gj(t) = ∞ where j is a good node,

and the reservation ratio that the good nodes choose is ρ = ρ̂. The malicious node, as

before, has its reservation ratio set to ρ = 1. The worst-case might be said to model

a real network at 4 P.M. when it is at its peak load.

In the evaluations described in Section 2.3, we will consider a worst-case scenario

in which there is a single malicious node in a small network of fully-loaded nodes.

In our worst-case scenario, we assume that all good nodes in the network are

broadcasting as many queries as they are allowed to as per the optimal reservation

ratio.

2.2.6 Victim Nodes

In some of our evaluations, we will study the effect of the malicious node on the

network from the point of view of a victim node. In particular, we will be interested

in understanding what is the reduction in service that the victim node receives if

there is a malicious node present in the network.

As mentioned above, a malicious node in our evaluation is one that sets ρ = 1

in an attempt to flood the network with useless work. The malicious node does not

carry out any behavior that explicitly attacks the node that we will call the victim.

Nevertheless, we will still use the term victim for the node from whose point of view

we are studying the impact of the malicious node’s behavior. More specifically, we

study the degradation in service that the victim node experiences due to the presence



2.2. METRICS 59

of the malicious node. It is most likely the case that other nodes suffer degradation

in the service they receive from other nodes as well. However, by studying service

degradations for different victim nodes in the network, we build an understanding of

how much impact a malicious node has on various relative placements of the malicious

and victim nodes in a particular topology.

We define the service that the victim node receives from the network in a worst-

case scenario as a service guarantee.

Definition 2.2.8 Service Guarantee, Sj(t). Let Sj(t) = Sj(τ, t). Sj(t) denotes the

total service that node j receives from all of the nodes within τ (TTL) hops.

Our experiments in the next section will tell us whether the malicious node flood-

ing the network will have more or less of an affect in this worst-case scenario.

2.2.7 Damage

With all of this machinery in place, we are now ready to quantify the degradation in

service that might be brought about by a malicious node. We call this degradation

in service damage.

In the following definitions, Sj(t) refers to the service guarantee that j receives

from the network when there is no malicious node present in the network, and Sj(t)

refers to the same quantity when there does exist a malicious node in the network.

Damage with respect to a victim node j, Dj(t), is defined as follows:

Definition 2.2.9 Damage for Victim Node j

Dj(t) =
Sj(t)− Sj(t)

Sj(t)

If Sj(t) = Sj(t), then the malicious node is not able to affect the service guarantee

that j receives from the network at time t, and the corresponding damage is 0. On the

other hand, if Sj(t) = 0, then the malicious node is able to prevent j from receiving

any service at all at time t, and the corresponding damage is 1.
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We define cumulative network damage as the sum of the loss in service incurred by

every non-malicious node in the network from time 0 to time t. Cumulative network

damage is used in the experiments presented in Section 2.3.1 and 2.3.3.

Definition 2.2.10 Cumulative Network Damage

D(t) =
Σt
i=0ΣjεV,j /∈M (Sj(i)− Sj(i))

Σt
i=0ΣjεV Sj(i)

(where M is the set of malicious nodes.)

Similarly, the damage is 0 if the malicious node is not able to have an effect on

the network, while the damage is 1 if the malicious node is able to prevent all remote

work from taking place in the network.

Finally, we define cumulative radial damage as the reduction in service that a

node j experiences at nodes h hops away due to the presence of a malicious node.

Definition 2.2.11 Cumulative Radial Damage. Dj(h, t) =
Σti=0Σvεδ(j,h)(Rj(h,i)−Rj(h,i))

Σti=0Σvεδ(j,h)Rj(h,i)
.

Dj(h, t) denotes the damage, or reduction in service that node i receives from all of

the nodes whose shortest distance from j is exactly h.

2.3 Results

In this section, we present the results of evaluations run using a simulator that we

developed called Fargo.5 Fargo implements the Gnutella traffic model described in

Section 2.1, allows us to choose any of the policies described in Section 2.1.2 for a

given network topology, and measures the metrics defined in Section 2.2.

In this chapter, the goal of our experiments is to understand the impact that

a single malicious node can have when it is placed in different positions in various

simple network topologies, and to study how we may employ incoming allocation

and drop strategies to minimize the damage that a malicious node in the network

5Our simulator is named after a city in North Dakota that is frequently flooded by the Red River
of the North that runs through it. More information about Fargo, North Dakota and the Red River
is available at http://www.ndsu.nodak.edu/fargoflood.
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can cause. Future work can build on this understanding to determine how best to

construct larger, more complex networks that are resilient to flood-based DoS attacks

with multiple malicious nodes.

We chose to evaluate small network topologies and a single malicious node to build

a fundamental understanding of the issues and trade-offs that a system architect would

need to keep in mind to design a flood-tolerant system.

All of our evaluations were run on small networks of either 14 nodes (for complete,

cycle, wheel, line, and star topologies) or 16 nodes (for grid and power-law topologies6)

with a single malicious node in the graph7, and all queries were constructed with a

TTL (τ) of 7. Therefore, in the small respresentative networks that we experiment

with here, queries generated in any node of the network are capable of reaching every

other node in the network. In addition, a setting of τ = 7 matches that which is

currently used in deployed Gnutella networks. A network size of 14 nodes was chosen

for the complete, cycle, wheel, and star topologies because it was the smallest possible

network that allowed us to cleanly determine the effect of the malicious node on victim

nodes that were from 1 to TTL hops away. A network size of 16 nodes was chosen for

the grid topology as it was reasonably small, yet allowed us to have a full 4 x 4 grid.

The power-law topology was chosen to be 16 nodes such that comparisions could be

made with the grid topology, but other sizes may have worked well also.

In the simulations, each node is given a maximum processing capacity of C = 100

queries per time step. Each of the evaluations was run for t = 100 time steps which

was sufficient for the network to attain steady state in all of the cases.

Table 2.3 shows the cumulative damage incurred for different network topologies

for the strategies outlined in Section 2.1.2. In the simulation results shown in this

table, we assumed a worst-case scenario as defined in Section 2.2.

The first column of the table lists the topology used for a particular simulation.

For topologies for which it made sense, simulations were done in which the malicious

node was placed in different positions in the network, and the position of the malicious

6For the results shown in this chapter, we used a particular instance of a power-law topology as
shown in Appendix A.

7For the reader that is interested in “brushing up” on graph theory, we provide the definitions
for each of these topolgies in Appendix A.1.
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Fractional Weighted
Topology (Location) Prop Equal PfHighTTL PfLowTTL Prop Equal PfHighTTL PfLowTTL

Complete 0.143 0.143 0.143 0.143 0.633 0.633 0.633 0.633
Cycle 0.407 0.319 0.319 0.533 0.539 0.459 0.399 0.699

Grid (Center) 0.340 0.243 0.331 0.360 0.545 0.511 0.555 0.685
Grid (Corner) 0.282 0.232 0.266 0.405 0.455 0.372 0.378 0.613
Grid (Edge) 0.310 0.220 0.306 0.429 0.519 0.406 0.433 0.633
Line (Center) 0.393 0.360 0.387 0.457 0.500 0.426 0.458 0.616
Line (End) 0.162 0.126 0.135 0.299 0.225 0.185 0.165 0.366

Power-Law (High) 0.288 0.279 0.307 0.333 0.573 0.550 0.530 0.684
Power-Law (Low) 0.260 0.189 0.227 0.237 0.478 0.423 0.445 0.589
Star (Center) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Star (Edge) 0.143 0.143 0.143 0.143 0.595 0.595 0.595 0.595
Wheel (Center) 0.354 0.354 0.354 0.354 0.756 0.776 0.756 0.777
Wheel (Edge) 0.440 0.359 0.387 0.412 0.560 0.508 0.561 0.672

Table 2.1: Total Cumulative Network Damage as a function of topology, IAS, and
DS

node is indicated in parenthesis.

For example, for a star topology, the malicious node could either be the center of

the star or one of the spokes. As might be expected, when the malicious node is in

the center of a star topology, nodes at the spokes are unable to answer each other’s

queries at all and the resulting damage is 1.

The results in Table 2.3 help us answer the following questions in the indicated

sections:

• Which IAS and DS strategies minimize damage the best? (and which strategies

are the worst at minimizing damage?) Does the best IAS / DS strategy depend

on the topology? Or do different IAS/DS strategies work better for different

topologies? (Section 2.3.1)

• For a given topology, how much can the damage be reduced or mitigated by using

the best IAS/DS compared to other strategies? How much better at reducing

damage is the best IAS/DS compared to the others? (Section 2.3.2)

• For a fixed IAS/DS strategy, how does topology affect damage? Are there certain

topologies that are less prone to damage than others? Are there particular nodes

that are particularly susceptible to attack? (Section 2.3.3)

• How is damage distributed across the network? How do different combinations of
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Topology (Location) Frac/Equal Wght/Prop Dmg Red Ftr
Complete 0.143 0.633 4.4
Cycle 0.319 0.539 1.7
Grid (Center) 0.243 0.545 2.2
Line (Center) 0.360 0.500 1.4
Power-Law (High) 0.279 0.573 2.1
Star (Center) 1.000 1.000 1.0
Wheel (Center) 0.354 0.756 2.1

Table 2.2: Damage Reduction Factor using Frac/Equal IAS/DS

policies affect the distribution of damage? (Section 2.3.4)

2.3.1 IAS/DS Policies and Damage

Fractional IAS and Equal DS minimize damage independent of network topology.

Weighted IAS and PreferLowTTL DS maximize damage independent of network topol-

ogy.

From Table 2.3, we can see that the combination of the fractional IAS and equal

DS minimize damage independent of graph topology and the location of the malicious

node in the network. The fractional IAS limits the maximum number of queries that

arrive from a particular link in the face of an overabundance of queries. All nodes

that are adjacent to a malicious node will accept only some fraction of the malicious

node’s queries, and all nodes that are two hops away from the malicious node will

only accept some fraction of that fraction. As such, the number of malicious queries

that are received by a node drops off quickly with the node’s distance away from the

malicious node. Of those queries that are received from adjacent nodes, the equal DS

fairly distributes available query bandwidth based on the origin of the queries, so the

malicious node’s queries are given the same weight as queries from other nodes, even

if the malicious nodes sends many, many more of them.

Weighted IAS always incurs more damage independent of DS and topology. The

weighted IAS allows queries that are part of a flood to have a significantly higher

chance of being chosen for processing relative to legitimate queries.
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In general, when nodes use the weighted IAS, damage increases as the average

connectivity of the nodes increases. On the other hand, when nodes use the fractional

IAS, damage decreases as the average connectivity of the nodes increases.

The PreferLowTTL DS never reduces damage, and often results in significantly

more damage as compared to the other drop strategies. One potential reason to use

the PreferLowTTL strategy might be to attempt to increase the “reach” of a query,

and to attempt to obtain as many search results from nodes a great distance (but

less than TTL hops) away from the originator of the query. We are aware of at least

one company that is considering using PreferLowTTL as part of their flow control

algorithm for this reason. Unfortunately, when the malicious node is the originator of

a query, the PreferLowTTL strategy allows its queries to be spread as far as possible

and incur a large amount of damage.

2.3.2 Damage Reduction

Damage reductions of 1.4 to 4.4 times can be achieved with Fractional/Equal IAS/DS,

depending upon topology (see Table 2.2).

Table 2.2 shows the damage reduction factors that can be achieved by switch-

ing from a weighted/proportial IAS/DS to a fractional/equal IAS/DS for all of the

topologies considered with the malicious node in the most threatening position. For

example, employing fractional IAS and equal DS for the power law topology results

in reducing damage by at least a factor of 2 as compared to weighted/proportional

IAS/DS when the malicious node is highly connected. When the malicious node is

not highly connected, damage can be reduced by a factor of 2.5.

To put this damage reduction factor in perspective, it is worthwhile to remember

that we measure damage in a worst-case scenario, when the network is “fully-loaded”

as defined in Section 2.2.5. At a time at which the network is not heavily loaded

(and has no malicious node), a node is able to have many of its queries serviced;

the number of queries that it has serviced by other nodes is greater than its service

guarantee. When the network is at its busiest (4 P.M. on a weekday), again with

no malicious node, a node receives an amount of service that is exactly equal to its
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service guarantee. A node might have, for instance, 200 of its queries processed at

other nodes. Our damage metric (as shown in Table 2.3) tells us how many queries a

malicious node is able to rob the good node of at this busiest time. If the damage is

0.5, then the malicious node is able to rob the good node of 100 queries. By using a

better IAS and DS policy, we might be able to reduce the damage. If the new damage

using the better policies is 0.75, then we are able to recover 50 queries for the victim

node; that is, other nodes will service 50 additional queries for the victim by using

better policies when the malicious node is present. The damage reduction factor in

this case is 0.75
0.5

= 1.5.

The damage reduction factors for various topologies and policies are shown in

Table 2.2.

Also, when fractional IAS is used, we note that the damage incurred when using

the PreferHighTTL DS is no more than 5 percent greater than the damage incurred

when using the equal DS in most graph topologies (the grid is the exception). An im-

plementation of the PreferHighTTL DS is likely to be simpler and more efficient than

that of an equal DS, and might be used in place of it if implementation complexity

is a concern.

2.3.3 Damage vs. Topology

The complete topology under the fractional/equal IAS/DS is the least prone to damage

(compared to other topologies under the same IAS/DS), and is insensitive to the

position of the malicious node.

Figure 2.4 shows how damage varies with topology and placement of the malicious

node under the fractional/equal IAS/DS. These figures graphically depict the results

in the fractional/equal column of Table 2.3. The results corresponding to the star

topology with the malicious node in the center have been excluded as the damage is

always 1, and the exclusion allows the reader to see other results with better resolu-

tion. Also, the names of the graph topologies have been abbreviated (K=Complete,

C=Cycle, W=Wheel, L=Line, S=Star, P=Power-Law, G=Grid).

From Figure 2.4, we can see that if the malicious node can take on any position
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Figure 2.4: Damage vs. Topology for Fractional/Equal and Weighted/Proportional
IAS/DS

in the network, then the complete topology minimizes damage. Of course, the use of

fractional IAS plays a significant role in the complete topology’s ability to minimize

damage. The more links that a node using fractional IAS has, the less negative of

an impact can be caused by a single malicious node connected to it. In Table 2.3, it

is interesting to note that due to the symmetry of the actions taking place at each

node, all of the drop strategies that we consider perform equivalently in a complete

network.

From Figure 2.3, we also learn that topology alone cannot significantly reduce

damage if bad policies are used. If a weighted/proportional IAS/DS is used instead

of fractional/equal, we can see that the attacker is able to cause a damage of at least

0.5 for all topologies (in which the malicious node is in the most threatening position).

By contrast, if fractional/equal IAS/DS is used, then the worst possible damage is

0.36. Hence, it is important to use good policies regardless of the topology of the

network.

In all topologies, we find that damage increases as the connectivity of the mali-

cious node increases. In addition, we find that the closer the malicious node is to

the “center” of the network, the more damage it can cause. Therefore, when new

“untrusted” nodes join a Gnutella network, they should be confined to the “edges”

of the network. Over time, nodes that persist in offering service to the network can

be moved towards the center. In today’s Gnutella networks, nodes can join at any
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random location and no explicit mechanism exists to control the position of or incre-

mentally move nodes towards the center of the network based on past service that a

node has offered.

Of course, a malicious node can “act” good until it finds itself in a central position

in the network, and can start flooding at that time. Hence, while good policies can

minimize the damage, it will be important to develop techniques that can detect

malicious nodes such that they can be disconnected. Since good nodes in our model

should admit no more than ρCv new queries per time step when there is high load,

it might be worthwhile to disconnect from any node that is sending more than ρCv

queries under a high load condition. However, in a real network, malicious nodes

can easily forge the source addresses of queries, and can make it appear as if they

are “good nodes” that are just forwarding queries that were admitted elsewhere.

Nevertheless, while the idea of moving “trusted” nodes to the center does not prevent

bad nodes from masquerading as good ones, it does “raise the bar” for an attacker to

move into a more threatening position.

It is most likely that a cryptographic mechanism needs to be used or developed to

authenticate the source of queries. Many network-layer DoS attacks take advantage

of the fact that IP addresses can be spoofed (forged) in the same way. If packet

creation could be authenticated, the same mechanism could be used to authenticate

the source of queries in Gnutella, and it would become much easier to detect malicious

nodes that inject floods.

In contrast to Fractional IAS (as shown in Figure 2.4), if a weighted IAS is used,

then the complete network is at a disadvantage since the damage increases with the

connectivity of each node. The only case that incurs even more damage than the

complete network when a weighted IAS is used is the wheel topology with the mali-

cious node in the center. In the wheel, the malicious node has the highest outdegree

reaching every other node in the graph, and each other node gives the malicious node

query bandwidth proportional to the number of queries it sends!

From Table 2.4, we can also see that some topologies are more sensitive to the

position of the malicous nodes than others. When the malicious node takes on a

high connectivity position or a “central” position in the topology, it is able to incur
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Fractional Weighted
topology Prop Equal HighTTL LowTTL Prop Equal HighTTL LowTTL
grid 0.058 0.023 0.065 0.069 0.090 0.139 0.177 0.072
line 0.231 0.234 0.252 0.158 0.275 0.241 0.293 0.250
power 0.028 0.090 0.080 0.096 0.095 0.127 0.085 0.095
star 0.857 0.857 0.857 0.857 0.405 0.405 0.405 0.405
wheel 0.086 0.005 0.033 0.058 0.196 0.268 0.195 0.105

Table 2.3: Damage Sensitivity as a function of topology, IAS, and DS

more damage in most topologies. In Table 2.3, we summarize how sensitive each

topology is to the position of the malicious node under each of the IAS/DS policies.

Rows for the complete and cycle topologies have been excluded as these networks are

not sensitive to the position of the malicious node. Each entry of the table contains the

difference between the highest and lowest amount of damage that can be caused by a

malicious node somewhere in the network. For example, under the Fractional/Equal

IAS/DS policy, we find that the wheel topology is least sensitive to the position of

the malicious node, followed by the grid, power-law, line, and star topologies in order

of increasing sensitivity.

Using the combination of Table 2.3 and Table 2.3, we can make statements

about the trade-offs between damage and sensitivity to the position of the mali-

cious node. For instance, while the complete topology offers the least damage under

fractional/equal IAS/DS, it might be impractical to have every node connected to ev-

ery other node for large networks. At the same time, one would like to have minimal

damage and have a topology that is relatively insensitive to the position of malicious

nodes. In this case, the grid topology seems to offer an interesting compromise– it

incurs relatively low damage compared to the other topologies, and it is relatively

insensitive to the position of a malicious node.

2.3.4 Damage Distribution

Fractional/Equal IAS/DS minimizes “flood” damage distributed throughout the net-

work. The remaining damage that is not eliminated by Fractional/Equal IAS/DS is
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“structural” damage that occurs because malicious node does not forward queries.

In this section, we measure how damage due to a single malicious node is dis-

tributed across the network.

Damage distribution is measured with respect to various “victim” nodes in the

network. We examine the relation between incoming allocation / drop strategies and

damage distribution across victim nodes.
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Figure 2.5: Damage vs. Distance from Malicious Node in a Cycle Topology
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Figure 2.6: Damage Distribution for a Cycle with Weighted/Proportional IAS/DS
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Figure 2.7: Damage Distribution for a Cycle with Fractional/Equal IAS/DS

Figure 2.5 shows the network damage incurred at the victim node when the victim

and malicious nodes are separated by 1, 3, 5, and 7 hops in a cycle topology for various

IAS/DS strategies. For all of the policies, damage decreases as the distance between

the victim and malicious node increases.

Since damage decreases as distance from a malicious node increases, good nodes

should attempt to make new connections in a way that distances them from mali-

cious nodes. One method by which nodes can attempt to distance themselves from

malicious nodes is by connecting to nodes that they “trust.” That is, if a node i

is reasonably sure that another node j is not malicious, then i should connect to j.

Node j may be run by a friend of node i, or, in an enterprise setting, node j may

have a business relationship with i. In either case, if node i connects to a “trusted”

node j, then i can be reasonably sure that it has inserted at least one hop between

itself and some malicious node that is part of the topology. Node j benefits from the

same.

In the case that a node does not have any friends on the network, but can use a

fractional IAS, then it should make many connections to shield itself from a potential

flooding attack. If it makes m connections, then it accepts a maximum of 1
m

useless

queries from a malicious node. However, if a “friend-less” node is only capable of using

a weighted IAS, then it should connect to just a few nodes. The more nodes that
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Figure 2.8: Damage Distribution for a Cycle with Fractional/Proportional IAS/DS

it connects to, the higher the probability that it will connect to a malicious node.

For instance, if there is a single malicious node in a network of n nodes, then the

probability that our friend-less node connects to a good node is n−1
n

. The probability

that it connects to a second good node is (n−1
n

)(n−2
n−1

) = n−2
n

which is less than n−1
n

.

In addition, nodes should attempt to connect to other nodes that are either them-

selves highly connected and using a fractional IAS, or lowly connected and using a

weighted IAS. The less “exposed” that a node’s neighbors are to flooding, the less

exposed the node itself will be to flooding.

Figures 2.6 and 2.7 show how the damage incurred by the victim node in Figure 2.5

is distributed from 1 to τ hops away. Lines are plotted for different configurations of

the victim and malicious node in which the distance (d) between them are 1, 3, 5,

and 7 hops. Each (x,y) point on a line shows the reduction in service (y) that the

victim receives x hops away.

In our following discussion of the results, we will use the terms “upstream” and

“downstream.” Upstream refers to the direction closer to the malicious node, and

downstream refers to the direction farther away from the malicious node.

Similar to the bar chart in Figure 2.5, Figures 2.6 and 2.7 show that more damage

is incurred at upstream nodes that are closer to the malicious node (and further from

the victim).
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However, they also show how the damage is distributed at various distances away

from the victim node. The damage (y) in Figure 2.6 that is incurred by the victim is

averaged over both nodes that are x hops away from the victim in the cycle. When

the distance (d) between the victim and the malicious node is 1, the damage is always

greater than the damage when the distance between the two is 7, as can be seen by

the fact that the d = 1 line is always higher than the d = 7 line.

What we could not see in Figure 2.5 is that the extent of the damage one hop

away from the victim is much more significant when the malicious node is one hop

away than when it is seven hops away. When the malicious node is one hop away,

the victim can only receive service from the good node that is one hop away, so the

damage is at least 0.5. In addition, the victim is forwarding the flood queries from the

malicious node to the good node that is one hop away. The good node is using the

proportional DS, and, as a result, drops some of the victim’s queries while attempting

to process the flood of queries that arrives at its door. The damage one hop away

is therefore more than 0.5 in the d = 1 case; it is 0.61 in Figure 2.6. The damage

two hops away is even more (0.68). Firstly, the victim’s queries are never able to

reach the upstream node two hops away because the malicious node never forwards

them (contributing 0.5 to the damage). Secondly, since the downstream node one hop

away does not accept all of the victim’s queries, it does not forward all of the victim’s

queries to the downstream node two hops away, and, of those that are forwarded, the

downstream node two hops away accepts only a proportion of the victim’s queries

(incuring an additional 0.18 damage). On the other hand, the damage one hop away

from the victim is much less significant when the malicious node is seven hops away

as can be seen by the d = 7 line. Of course, the damage increases (the victim receives

less service) at nodes that are closer to the malicious node.

There are two types of damage that are caused by the malicious node. Structural

damage is caused because a malicious node does not process or forward queries itself.

When the malicious node is one hop away from the victim, the structural damage

is 0.5 one hop away since the malicious node does not process any of the victim’s

queries. A second type of damage, flood damage, is caused by the traffic that the

malicious node creates. When the malicious node is one hop away, and we are using
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a proportional DS, there is flood damage that occurs at the good node that is one

hop away. Due to the malicious query traffic that is forwarded to the good node, the

good node cannot process all of the victim’s queries. The flood damage in this case

is 0.11.

Looking at Figure 2.7, we can see that by switching from a weighted/proportional

IAS/DS to a fractional/equal IAS/DS, we are able to avoid flood damage, and we are

only left with structural damage. In particular, when the equal DS policy is used, the

good node that is one hop away processes one of the victim’s queries for each of the

malicious node’s queries before it uses all its remaining query bandwidth to service

additional queries from the malicious node. Therefore, all of the victim’s queries are

processed at the good node, and the only damage that the victim suffers one hop

away is structural.

By analyzing the damage distribution, we are able to see that good policies (in

particular, the fractional/equal IAS/DS) are able to contain flood damage. However,

other mechanisms need to be developed to contain structural damage. Malicious

nodes need to be detected and disconnected from the network to deal with structural

damage. The curves corresponding to the configurations where the separation dis-

tance between the victim and malicious nodes are 3 and 5 have spikes in the level

of damage 3 and 5 hops away from the victim, respectively, because the malicious

node does not process any of the victim’s queries. Some service is still received at

distance 3 and 5 from the corresponding downstream node. Since the quantity of the

malicious node’s queries is larger than the quantity of the queries from good nodes,

more malicious queries are processed at upstream nodes in weighted IAS.

Once a fractional IAS is used as shown in Figure 2.8, the upstream nodes are able

to significantly contain the damage. All of the queries that the victim broadcasts

towards upstream nodes are serviced because the fractional IAS guarantees that the

receiving node will first provide service to all of the victim’s queries before allocating

any remaining query bandwidth the the malicious node’s queries. However, some

damage still occurs. If the victim node is within τ hops of the malicious node, it

receives a significant number of malicious queries. It then forwards the combination of

these malicious queries and its local queries downstream. Nodes receiving this traffic
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do not have the processing capacity to service all of these queries. In Figure 2.8, these

nodes use the proportional drop strategy to determine which of the combination of

these queries to service. A few of the victim’s nodes queries are inevitably dropped,

resulting in some amount of damage.

The equal drop strategy is able to further eliminate this damage, as shown in

Figure 2.7. The equal drop strategy does not choose which queries to service from

the combination of malicious and good queries based on the respective quantity of

them, but instead gives equal opportunity to queries that originated at different

nodes. Therefore, downstream nodes select at least as many good queries as malicious

queries under the equal drop strategy. This minimizes the “downstream” damage

to the victim to 0. There still exists damage “upstream” since the malicious node

blocks the victim’s queries from being forwarded past it, but the equal drop strategy

minimizes the damage to the victim to the best extent possible given the presence of

the malicious node.

2.4 Discussion

One concern that one might have regarding the use of a reservation ratio is that

it restricts the number of queries that a supernode can process from its local peers

during a given time step to a maximum of ρC. If a supernode was to discard queries

arriving from local peers, those queries would “never see the light of day” and would

most likely result in an unsatisfied user that perceives the system as unreliable. Of

course, we would recommend queueing these queries either at the supernode or at the

client local peer until a future time step at which point the query could be accepted

for processing. However, we would not want the sizes of these queues to grow too

quickly.

To determine how potentially serious of an issue this is, we can do a back of an

envelope calculation to understand approximately how many local queries might need

to be queued. From the data in [208], we can calculate that the approximate number

of machine instructions required to process a query is 105. A 1GHz Pentium III su-

pernode can execute 3 instructions per cycle, and can therefore service 3∗109

105
= 30, 000
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queries per second. Hence, in our model C = 30, 000, the supernode will be able to

accept 30, 000ρ queries from all of its local peers per second. Based on a informal

study of supernodes on a Gnutella network, each supernode has approximately 50

local peers connected to it [43], and a supernode will be able to process 600ρ queries

per second from each local peer. From [208], we also find that the expected number

of queries that are submitted by an average user per second is 9.26 ∗ 10−3. As long

as ρ > 1.5 ∗ 10−5, none of the queries from a local peer will have to be queued or

dropped. Even for a large power-law network in which tens of thousands of nodes are

reachable within a TTL of 7, the optimal value of ρ will be large enough to accept

all of the queries from a local peer on average.

Nevertheless, there exist at a number of options for how to handle local peers that

admit a significantly above average amount of traffic. Here are some of them:

• A supernode can require that a local peer queue any more than ρC queries.

• A supernode that is currently accepting ρC queries from its existing local peers

can refuse to engage in connections with other local peers. If other local peers

attempt to connect to it, the supernode can respond with an “I’m too busy”

message.

• Local peers that consistently expect to be generating more than ρC queries

per time step can connect to multiple supernodes, and send each of them ρC

queries.

2.5 Related Work

Most of the denial-of-service research to date has focused on network-layer attacks [136,

191, 192, 157, 158, 190, 63, 181, 70, 27, 146, 86, 145, 4, 210, 147]. There have been

mutliple proposals to build IP Traceback mechanisms to manage network-layer DoS

attacks including [191] and [189].

Savage et al. [136] uses backscatter to measure the frequency with which network-

layer DoS attacks take place on the Internet. We are not aware of any similar
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work that measures the frequency of either flooding-based or non-flooding-based

application-layer attacks. We are unsure of how many application-layer attacks are

currently taking place on P2P networks. However, we do know that the Recording

Industry Association of America (RIAA) has considered using DoS-like attacks to pre-

vent users from trading copyrighted songs, although they have not gone forward with

their plans due to concerns regarding violating cyberterrorism legislation [148, 165].

We believe P2P networks should be proactively designed early in their evolution to

be able to contain such attacks, as opposed to dealing with the problem with only

after wide deployement as happened with protocols such as TCP, IP, and ICMP.

Osokine [150] proposes a Q-algorithm intended for solving traffic management

problems in Gnutella, but the algorithm could also be used to address DoS attacks.

Rohrs [175] proposes a simplified version of Osokine’s work that has been implemented

in the LimeWire Gnutella client. No evaluation has been published on either proposal.

Some of the policies we propose to use to manage query floods are similar to

those that have been used in link scheduling for years [155]. Algorithms such as

weighted fair queuing (WFQ) have been shown to optimally allocate a fair share of

link bandwidth with respect to weights. We could use WFQ to manage query flow

in Gnutella nodes, but we would still need to decide on how to choose weights to

minimize the damage from DoS attacks. The IASs that we use in our work can be

viewed as choosing different weights for incoming query flows.

Also, some related work has been done in the area of traffic shaping (i.e., [170]).

However, most traffic shaping work deals with how to classify, police, schedule, and

shape network-layer traffic travelling from one node to another. Traffic shaping re-

search has typically assumed that nodes are not malicious in that they do not spoof

fields in an IP packet. Because the first step of traffic shaping, classification, relies

on truthful information in the IP header, traffic shaping techiques are inapplicable to

the problem of mitigating application-layer DoS attacks in P2P networks, in which

malicious nodes can spoof information in the data packets they send. By contrast, in

our work, we assume that packets sent by malicious nodes are indistinguishable from

packets sent by good nodes.

Additional related work has also taken place in the area of load balancing (i.e.,
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[85]). The typical problem in the load balancing literature involves a master server

and a number of slave servers. The master is usually referred to as the load balancer,

and the slaves could, for instance, be web servers. The problem that the master needs

to solve is how to assign the handling of requests to the slaves in such a manner as to

ensure that the load (i.e., in terms of CPU utilization, IOs per second, and/or other

metric(s)) is balanced across the slaves. Of course, in a P2P system, it is unclear

as to which nodes should be trusted to be masters, and which nodes would accept

roles as slaves. As client autonomy is often a goal of P2P systems, that goal would

be in conflict with a master-slave approach towards load balancing. In our work, we

do not require nodes to take on master or slave roles. Instead we suggest that good

nodes send no more than ρ̂C queries while concurrently using policies that mitigate

potential overloads caused by malicious nodes that send even more queries.

Much of the security-related research that has taken place in the P2P area has

focused on providing anonymity to users of the system, and ensuring fair resource

allocation. Free Haven [57, 174, 55], Freenet, and to some extent Gnutella provide

“reader” anonymity in that they are designed to prevent a third-party from determin-

ing which node a query originated at. Some of these systems provide other types of

anonymity as well. Publius [121], Freenet, and Free Haven, for example, prevent cen-

sorhip by providing “publisher” anonymity. Systems such as Mojo Nation [134] and

Reputation Server [111, 168] are designed to allocate resources fairly. Mojo Nation

does this by issuing a form of digital cash called “Mojo” that must be “spent” to issue

queries and to publish documents. (This also enables Mojo Nation to deal with some

types of DoS attacks.) Reputation Server keeps track of user’s “reputation,” such

that users are given the incentive not to abuse the system else their reputations will

be downgraded, thereby affecting the future utility that they will be able to derive

from using the system.

Most other research that has been done in the area of P2P systems has been in the

areas of efficient search, routing, and indexing. Beyond what systems like Gnutella

and Morpheus do, systems such as Chord [193], CAN [164], Pastry [176], Tapestry

[212], and Viceroy [38] can provide guarantees on the maximum number of nodes

that need to be queried in order to find an answer to the query if an answer exists
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in the network. These guarantees are usually provided at the expense of reduced

autonomy; restrictions on how nodes must connect or where documents must be

stored are imposed to enforce guarantees.

2.6 Chapter Summary

Gnutella networks are highly susceptible to application-layer, flooding-based DoS

attacks if good load balancing policies are not employed by nodes on the network. In

this chapter, we have defined a model and metrics that allow us to concretely measure

the amount of damage that a malicious node can cause with query flooding. Through

simulations on small representative networks, we have determined how damage can be

minimized with load balancing policies, how damage varies as a function of network

topology, and how damage is distributed.



Chapter 3

DoS in a Real Gnutella Topology

In the previous chapter, we studied the fundamental effects of query floods on small,

representative graph topologies (complete, cycle, wheel, line, star, power-law, and

grid) of 14 or 16 nodes. We studied the problem of how to use traffic management

policies to balance excessive load that may be injected by a single malicious node

in these networks. We found that if nodes use certain policies, such as prefering

queries that have high TTLs (times-to-live) and carefully choosing how many queries

to process from each of their links, the damage to the network can be reduced by a

factor of two to four, depending on the network topology and location of the malicious

node.

In this chapter, we evaluate the effects of query-floods issued by many malicious

nodes on a “real” topology with over 1750 nodes obtained by crawling the Gnutella

network. We develop and experiment with a number of query selection policies, and

we study the damage that occurs to the network when malicious nodes are able to

take on positions of their choice in the network.

Our main contributions in this chapter are:

• We evaluate various query selection policies on a real topology snapshot ob-

tained from the Gnutella network.

• We propose and evaluate least-queries-first, probabilistic acceptance, and TTL-

Shaping query selection policies. We show that they outperform policies studied

79
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in the previous chapter in some scenarios with respect to mitigating query-flood

DoS attacks.

• We evaluate the impact of various flooding strategies and attack models that

malicious nodes can employ, and explore the trade-offs involved in using several

query selection strategies against them.

3.1 Additional Policies

In this section, we describe a number of additional IASes and DSes that we experiment

with to mitigate floods by many malicious nodes in larger Gnutella networks.

In describing these additional policies, we use the same traffic model for the

Gnutella network as was described in Section 2.1, and the same notation. Fur-

thermore, we illustrate our policies with the same running example as was used in

Section 2.1.2. For convenience, we repeat the set up for the running example here.

Consider a node A that has two edges to nodes that are sending it queries. Node A

has a link to node B that is sending it 16 queries, and also has a link to node C that

is sending it 4 queries. We say that p1 = 16, p2 = 4, and d(A) = 2. Also, for the

purposes of this example, we assume that node A has a RQB of 10 ((1− ρ)CA = 10),

and it must decide what quotas to set for each of its links.

We now describe the additional IASes and DSes that we study in this chapter.

3.1.1 Incoming Allocation Strategies (IAS)

In the last chapter, we studied Weighted and Fractional-Spillover IASes. In this

section, we introduce four new IASes. While we studied only Fractional-Spillover

IAS in the last chapter, we extend our study to include Fractional and a Null IAS in

this chapter, in addition to two other IASes.

In our study in this chapter, we will no longer consider Weighted IAS due to its

dismal performance. Weighted IAS was used as a benchmark for the case in which

queries were accepted on a uniform random basis– the more queries that were received

from a particular link, the more queries were processed from that particular link. In
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this chapter, we instead use the Null IAS as a benchmark for reasons we describe

shortly.

• Null IAS (Null − IAS). In a Null IAS, link quotas are trivially set to be

the number of queries arriving on that link. A maximum of pi queries can

be accepted from the ith link. That is, Null − IAS(〈Ou1,v(t − 1), Ou2,v(t −

1), ..., Ouk,v(t−1)〉) = 〈p1, p2, ..., pk〉. When Null IAS is used, a DS is responsible

for dropping queries if the sum of the link quotas exceed a node’s capacity

constraint. In our example, node A’s link quotas are p1 = q1 = 16, and p2 =

q2 = 4. Null IAS does not allow a node to discriminate amongst which queries

it accepts based on the link on which the queries arrive.

Note that the Null IAS is distinctly different from theWeighted IAS. AWeighted

IAS would have set link quotas of q1 = 16
20
10 = 8 and q2 = 4

20
10 = 2 respec-

tively for nodes B and C. Based on the link quotas set by Weighted IAS, 8

queries from node B and 2 queries from node C would have to be dropped. If

a PreferHighTTL DS is used, the two queries from node C with the highest

TTLs would be accepted using the link quotas set by Weighted IAS. However,

if a Null IAS is used, then if the four queries sent by Node C all had higher

TTLs than those queries sent by Node B, all four of the queries sent by Node

C would be accepted instead of just two of them. Therefore, Weighted IAS and

Null IAS are distinctly different IASes.

After conducting our work in the previous chapter, we conducted some theoretical

analysis on our Gnutella traffic model in [194] using the Null IAS 1. We will use the

following three results from [194] in this chapter:

1. We proved that using a Null IAS with a PreferHighTTL DS maximizes remote

work when all nodes in the network set ρ = ρ̂;

2. We provided and proved the correctness of a procedure that can be used to

determine ρ̂ for an arbitrary network topology; and,

1The work in [194] can also be found in Qi Sun’s Ph.D. dissertation [196].
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3. We showed that when Null IAS and PreferHighTTL DS are used and all nodes

set ρ = ρ̂, the network converges to steady-state within τ time steps.

Furthermore, comparing Null IAS to Weighted IAS, we note that Weighted IAS

does not offer the guarantees we proved in [194] with regards to maximizing remote

work. As such, we choose to study Null IAS instead of Weighted IAS in this chapter.

While the combination of Null IAS and PreferHighTTL DS can be used to max-

imize remote work when all of the nodes in the network are good, malicious nodes

can have a disastrous effect on the network when these policies are used. As such, we

study additional IASes and DSes that might result in non-optimal performance when

all of the nodes are good, but which significantly mitigate the effects that malicious

nodes can have.

• Fractional IAS. Fractional IAS is geared at giving each of a node’s incoming

links an exactly equal fraction of remote query bandwidth. If a node v has

k remote peers (k = d(v)), a Fractional IAS allocates a link quota of Cv
d(v)

to

each of its remote peers. In other words, Frac − IAS(〈Ou1,v(t − 1), Ou2,v(t −

1), ..., Ouk,v(t − 1)〉) = 〈min(Cv
k
, p1),min(

Cv
k
, p2), ...,min(

Cv
k
, pk)〉. Any extra

query bandwidth that is unused by a remote peer is not allocated to other

remote peers. For instance, if node A were to use a Fractional IAS, it would set

a link quota of min( 10
2
, 16) = 5 queries for node B and min( 10

2
, 4) = 4 queries

for node C. Note that one unit of RQB goes unused with Fractional IAS since

node C is sending only 4 queries.

In addition to studying the Fractional IAS in which extra query bandwidth is

left unused, we also study Fractional-Spillover IAS. While Fractional-Spillover

IAS was defined in the previous chapter, we repeat the definition in this chapter

for convenience.

• Fractional-Spillover IAS. This IAS works exactly like the Fractional IAS, except

that any extra query bandwidth that is unused by a remote peer is allocated to

other remote peers. That is, any extra capacity that is not used by one remote

peer “spills over” to other links that might be able to use that capacity. Pseudo-

code for the Fractional-Spillover-IAS is given in Figure 3.1. When node A used
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{ Input: 〈Ou1,v(t− 1), Ou2,v(t− 1), ..., Ouk,v(t− 1)〉 }
{ Output: 〈q1, q2, ..., qk〉 }
Cr ← Cv { Cr is the capacity remaining }
Nr ← k { Nr is the number of nodes that still have queries to send }
for i = 0 to k do
qi ← 0

end for
while Nr > 0 and Cr > 0 do
m← Cr/Nr

for i = 0 to k do
Ni ← min(m, pi)
qi ← qi +Ni {update link quota for Ni more queries}
Cr ← Cr −Ni

if pi = qi then
Nr ← Nr − 1

end if
end for

end while

Figure 3.1: Fractional-Spillover IAS

Fractional IAS in our running example, one unit of its capacity was wasted since

node C’s link quota was 5 queries, but it only sent 4. In Fractional-Spillover

IAS, node A would allow the one extra unit of query bandwidth to spillover to

node B such that node A would set the link quota for node B to be 6 queries,

and the link quota for node C to be 4 queries.

• LQF-IgnoreLastLink IAS. In query-flood attacks, malicious nodes may be send-

ing significantly larger numbers of queries than good nodes, creating a bi-modal

distribution of the number of queries forwarded from one node to another. LQF-

IgnoreLastLink hypothesizes that links that have large numbers of queries being

sent over them are likely to be carriers of malicious queries, while links that have

few queries being sent over them may not be as likely to carry malicious queries2.

We now describe how a node v uses LQF-IgnoreLastLink to set link quotas.

Node v chooses to allocate a link quota of pi for queries arriving from node

2In Section 3.2, we will explore under what conditions this hypothesis holds.
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Cr ← Cv {Cr is the capacity remaining}
for i = 0 to k do
qi ← 0
{The tuples of Ai will be referred to as Ai.index and Ai.value}
Ai(Ai.index,Ai.value)← (i, |Oui,v(t− 1)|)

end for
Sort Ai by Ai.value in ascending order.
j ← 1
while (j ≤ k) and (Cr − Aj.value ≥ 0) do
qAj .index ← Aj.value
Cr ← Cr − Aj.value
j ← j + 1

end while

Figure 3.2: LQF-IgnoreLastLink IAS

ui where pi is minimum, ∀i. After allocating the link quota for node ui (i.e.,

the node sending the least queries), if there is remaining capacity, node v will

repeat the process and will allocate a link quota for the link with the next

least number of queries. The process continues until the amount of remaining

capacity is less than the number of queries arriving on any unselected link. Any

left over capacity is not used, but is intentionally “wasted.” That is, the queries

from the last link considered are ignored, by design, under the assumption that

the queries arriving on that link may be part of a query-flood sent by a malicious

node.

Applying LQF-IgnoreLastLink to our running example, node A would first

choose to set its link quota for node C to be 4 queries, since node C is sending

the least number of queries. Since node A’s remaining capacity is then only 6,

the 16 queries sent to it by node B on its “last link” are ignored, and the link

quota for node B is set to 0. Pseudo-code for the LQF−IgnoreLastLink−IAS

is shown in Figure 3.2.

The IASes that we have considered thus far are “static” in the sense that given

a set of queries arriving on a good node’s incoming links, the good node will always

allocate the same link quotas. However, malicious nodes could potentially use this
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predicatability to their advantage. We therefore develop and study a Probabilistic

Accept IAS in which good nodes allocate link quotas probabilistically.

• Probabilistic Accept IAS. Since nodes that send too many queries could be do-

ing so as part of a query flood attack, an IAS may want to penalize nodes

that send too many queries, but not in as predictable fashion as in the LQF-

IgnoreLastLink IAS. In a probabilistic accept (PA) IAS, a node does the follow-

ing: 1) it assigns probabilities to all its links (these probabilities sum up to 1.0),

2) it chooses a random number between 0 and 1, and 3) it allocates a link quota

for one of its links based on the random number. The link for which a quota is

allocated is then removed from consideration, and the process is repeated until

the remaining capacity is smaller than the number of queries arriving from the

next candiate link. Similar to the LQF-IgnoreLastLink IAS, this last set of

queries is dropped.

The probabilities assigned during step 1 are inversely proportional to the num-

ber of queries that are sent over that link. In particular, the probability is

proportional to 1
qu

where qu is the number of queries arriving from node u.

Pseudo-code for the PA IAS algorithm is shown in detail in Figure 3.3.

While good nodes set link quotas probabilistically, it is still possible for a mali-

cious node to maximize the expected number of its queries that are selected by

good nodes. We describe such a “PA-Flood” attack in Section 3.1.3.

In our running example, if node A were to use PA IAS , the probability with

which a link quota would be set for node B is
1
16

1
4
+ 1

16

= 0.2, and the probability

with which a link quota would be set for node C is
1
4

1
4
+ 1

16

= 0.8. Note that

since node B is sending four times as many queries as node C, the probability

that its link quota is set is four times smaller than the probability that node

C’s link quota is set. Which link quotas are actually set is decided at run-time

depending upon the outcome of a random number generator.
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{Input: 〈Ou1,v(t− 1), Ou2,v(t− 1), ..., Ouk,v(t− 1)〉)}
{Output: 〈q1, q2, ..., qk〉 }
Cr ← Cv {Cr is the capacity remaining}
repeat
T ← 0
for i = 1 to k do
qi ← 0
Ai ← (i, 1

pi
) { The tuples of Ai will be referred to as Ai.index and Ai.value}

T ← T + Ai.value
end for
p ← rand(0, 1) {rand(a, b) returns a real random number between a and b,
inclusive.}
S ← 0
i← 0
repeat
i← i+ 1
Ai.value = Ai.value/T
S ← S + Ai.value

until (i > k) or (S > p)
qi ← pi

until (Cr − Ai.value < 0)

Figure 3.3: Probabilistic Accept IAS
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{ Input: Oui,v(t− 1), qi) }
{ Output: Iui,v(t) }
Sort the queries in Oui,v(t− 1) by their TTL field in descending order.
Let Iui,v(t) be a set of queries of size qi from Oui,v(t− 1) with highest TTLs.
{Ties are broken arbitrarily.}

Figure 3.4: PreferHighTTL DS

3.1.2 Drop Strategy (DS)

Reusing the notation introduced in the previous section, if Σiqi > Cv, then we use a

DS to determine which queries to drop. There are many potential DSes that nodes

might choose to employ. For instance, a DS may choose to accept queries from

distinct sources with equal probabilities. (While we could stamp queries with the id

of the source node at which the query was originally admitted, keep in mind that this

information can easily “spoofed.”) In the previous chapter, we studied four different

DSes including ones that weight queries based on their sources, and ones that prefer

queries with higher (or lower) TTLs. We found that choosing queries with high TTLs

performs comparably to equally weighting queries based on their source ids, and since

source ids are spoofable anyway, choosing queries with high TTLs is a good choice

for a DS. (Note that TTLs are harder to spoof since as long as there are some good

nodes on the path that a query traverses, the TTL of the query will be decremented.)

Pseudo-code for such a PreferHighTTL policy is shown in Figure 3.4.

In addition to studying PreferHighTTL DS, we also study a TTLShaping DS. The

TLLShaping policy is based on the observation that a good node g should receive at

most dα
(τ−t)ρ̂C queries with TTLs of t, where τ is the maximum TTL used in the

network, ρ̂ is the reservation ratio that we expect good nodes to use, and dα is a

function of the degrees of the nodes along the path from the node that issued the

query to the node that is receciving it.

For example, consider the seven-node network in Figure 3.6, and a setting of

dα = 2. In the figure, node v is connected to two other nodes u and w. If nodes

u and w are not malicious, they should admit at most ρ̂C queries each that they

send to u. Since v is directly connected to u and w, it should accept dα
(τ−t)ρ̂C =
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procedure TTLShaping −DS(Oui,v(t− 1), qi) returns Iui,v(t)

Let Iui,v(t)← ∅
Sort the queries in Oui,v(t− 1) by their TTL field in descending order.
Cr ← qi
for t = τ downto 1 do
T ← σq.ttl=tOui,v(t− 1)

if |T | > dα
(τ−t)ρ̂C then

Remove any arbitrary |T | − dα
(τ−t)ρ̂C queries from T .

end if
Let Ct ← min(Cr, |T |)
Let U be a subset of Ct queries from T
Iui,v(t)← Iui,v(t) ∪ U
Cr ← Cr − Ct

end for

Figure 3.5: TTLShaping DS

x

v

u

w

z

t

y

Figure 3.6: TTLShaping Example
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2(τ−(τ−1))ρ̂C = 21ρ̂C queries with TTLs of τ − 1, as per the TTLShaping DS. In

addition, from the nodes two hops away (t, x, y and z), v should accept at most

dα
(τ−t)ρ̂C = 2(τ−(τ−2))ρ̂C = 22ρ̂C = 4ρ̂C queries. However, if y is malicious, and

sends C queries, then v will receive 3ρ̂C + 1C = (3ρ̂ + 1)C queries with TTLs of

τ − 2 (assuming that all other nodes in the network are good). While v might not

be able to distinguish which of the (3ρ̂ + 1)C are good, and which are malicious, v

knows that it should process no more thatn 4ρ̂C queries with TTLs of τ − 2. When

v uses a TTLShaping DS, it drops (3ρ̂ + 1)C − 4ρ̂C = (1 − ρ̂)C queries with TTL

τ − 2. TTLShaping does not offer any guarantees about whether or not malicious

queries with TTL τ − 2 will get dropped, but, as a heuristic, it can limit the amount

of v’s query bandwidth that gets used up by malicious nodes at varying distances

away from it.

Note that the nodes in the network shown in Figure 3.6 have a constant degree

of 2, which happens to correspond to the setting of dα that we used in this example.

We can use TTLShaping as a heuristic in networks that do not have a constant node

degree, but we need to approximate a setting of dα that is effective. A choice of dα

that is too high will not have the intended effect of setting an upper-bound on the

amount of traffic processed from increasing distances, and a choice of dα that is too

low will end up dropping too many legitimate queries. We consider various choices

for dα, and its impact on minimizing query-floods in Section 3.3.1. Pseudo-code for

the TTLShaping policy is shown in Figure 3.5.

3.1.3 Threat Model

While we considered a simple threat model in the last chapter in which an adversary

may “seize” one malicious node, and set that node’s ρ = 1, we extend our threat

model in this chapter.

In our extended threat model, an adversary may present the following threats:

• Number of Malicious Nodes. An adversary may choose to replace many good

nodes (instead of just one) with malicious nodes in the topology.
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• Positional Attack Model (PAM).An adversary may choose to replace good nodes

in particular positions in the topology. We call the method that the adversary

uses to decide which positions in the topology to replace the positional attack

model (PAM).

• Flooding Strategy (FS). An adversary may have malicious nodes choose to use

different flooding strategies, and/or set ρs to values other than ρ = 1.

For evaluation purposes, we assume that all good nodes use the same IAS and DS

policies, and all malicious nodes use the same FS.

We now describe a number of different PAMs and FSes that might be employed.

Positional Attack Model (PAM)

We study the following PAMs:

• AttackRandom. Malicious nodes are placed in random positions in the network.

Good nodes are chosen replacement uniformly at random based on their node

id, and independent of their particular position in the topology.

• AttackHubs. Malicious nodes are placed in the most highly connected positions

in the network. We assume the adversary has complete knowledge of the topol-

ogy of the network. The adversary orders all of the nodes in the network in

descending order of their degree, and places malicious nodes in the positions

with the highest degrees.

• AttackHubNeighbors. In the design of some P2P networks, the “hubs” (or most

highly connected nodes) of the network may be more trusted, protected, or

resilient to attacks than other nodes. In the AttackHubNeighbors PAM, the

adversary is not be able to take over the hubs, but is able to place malicious

nodes in positions that are directly connected to the hubs. The adversary

orders all of the nodes in descending order of their degree. The adversary then

starts with the highest degree node, and replaces good nodes in all the positions

connected to the highest degree node with malicious nodes. The highest degree
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node is then removed from consideration and the process is repeated for the

next highest degree node.

Flooding Strategy (FS).

We conservatively assume that malicious nodes may have the capability to determine

what algorithms the good nodes adjacent to them are using to manage query traffic.

For instance, malicious nodes may know what IASes the good nodes they are con-

nected to are using, and they may use that knowledge to determine how many queries

to send each of their adjacent nodes to maximize the expected number of their queries

that are accepted.

We also conservatively assume that malicious nodes have knowledge about the

future. Specifically, if a good node ug has neighbors u1, u2, ..., uk, where one of those

nodes um is malicious (∃m such that 1 ≤ m ≤ k and um ∈ M), then at time t, um

has knowledge about how many and which queries each of ug neighbor’s will send it

at time t + 1. That is, at time t, um knows Oui,g(t + 1), 1 ≤ i ≤ k, i 6= m. Node

um may use this knowledge to determine which queries Oum,g(t+ 1) to send to ug to

maximize the damage incurred.

In practice, a malicious node may not be able to realize these capabilities, but we

choose to be conservative and study the “worst-case.”

Based on how many queries ug’s neighbors are sending to it, um may have different

options, or flooding strategies (FSes), available to it as to how many malicious queries

to transmit on each of its outgoing links. In this chapter, we study three FSes:

• StandardFlood. Malicious nodes are interested in minimizing the amount of

remote work, and maximizing the distribution of damage. In some cases, it is to

the malicious nodes’ advantage to inject as many queries as possible in the hopes

that many of their queries are processed instead of queries issued by good nodes.

In this flooding strategy, a malicious node um sets ρm = 1, and broadcasts Cm

queries to each of its outgoing links. That is, Oum,g(t) = ρmCm = Cm,∀t. Each

of these queries has its TTL set to τ , the maximum TTL that nodes in the

system are allowed to use.
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• LQF-IgnoreLastLink-Flood. This FS is designed to specifically give the mali-

cious nodes the best possible advantage in attacking good nodes that attempt

to utilize the LQF-IgnoreLastLink IAS. In this attack model, we assume that

malicious nodes have access to an “oracle” that tells them exactly how many

queries are being sent and received on each link of every neighbor to which they

are connected. Malicious nodes use this information to determine exactly how

many queries to send to their neighbors such that their illegitimate queries will

always be accepted, processed, and forwarded by neighboring nodes.

Consider a small example in which a good “victim” node uv has three other

good nodes u1, u2, u3, and one malicious node, um, connected to it. Assume

that uv’s capacity Cv = 12, ρv =
1
6
, and uv can process Cv(1− ρ) = 10 units of

remote work. Also, assume that u1 is sending 4 queries, u2 is sending 5 queries,

and u3 is sending 6 queries to uv. If uv uses an LQF-IgnoreLastLink IAS, queries

from u1 and u2 will be processed by uv. The queries from u3 will be ignored

because LQF-IgnoreLastLink IAS chooses to process queries from nodes that

are sending the least queries first, and LQF-IgnoreLastLink ignores the queries

sent on the last link that would cause the node to exceed its capacity. Note

that if um has a capacity of Cm = Cv = 12, and um simply floods uv with

ρmCm = 1(12) = 12 queries, then uv will ignore all of um’s queries.

The key idea behind LQF-IgnoreLastLink-Flood is that if a malicious node

knows exactly how many queries u1, u2, and u3 are sending uv, and the malicious

node um would like to ensure that queries that it sends the largest number of

queries that will get processed, it can send one less query than u2 is sending.

When um uses LQF-IgnoreLastLink-Flood instead of StandardFlood, it sends

4 queries, and um and u1’s queries will be accepted for processing while u2 and

u3’s queries will be ignored.

In a real-world system, malicious nodes may be able to do passive monitoring

to determine how many queries other good ndoes are sending to victim nodes

by running a packet sniffer on a compromised host and viewing all Ethernet

traffic being sent to or from neighboring hosts on a LAN. Note that in the



3.1. ADDITIONAL POLICIES 93

for each good node ug to which um is connected do
n← 0
Cr ← Cug
while Cr > 0 do

Choose j such that |Ij,ug(t+ 1)| is minimum. {least queries first}
{if queries from link j will be accepted}
if Cr − |Ij,ug(t+ 1)| > 0 then
n← |Ij,ug(t+ 1)| − 1
Cr ← Cr − |Ij,ug(t+ 1)|

end if
end while
Om,ug(t)← createQueries(n) { creates n queries }

end for

Figure 3.7: LQF-IgnoreLastLink Flood

LQF-IgnoreLastLink flooding strategy, the malicious node is not required to

broadcast an equal number of queries on each of its outgoing links.

Pseudo-code that malicious nodes use to determine Oum,ug(t + 1) is shown in

Figure 3.7.

• PA-Flood. When good nodes use the PA IAS, exactly which links good nodes

choose to accept queries from is not deterministic. As such, regardless of how

many queries a malicious node sends to a good node that is using PA IAS,

the malicious node cannot be absolutely sure how many of its queries will be

accepted by the good node. However, if a malicious node sends a good node just

one query while other nodes are sending tens or hundreds of queries to the good

node, the malicious node’s query will get processed with high probability. If a

malicious node sends thousands of queries while other nodes are sending tens

or hundereds, the malicious ndoe’s query will get processed with a relatively

low probability. Malicious nodes that would like to have a maximum number

of their queries processed by a good node can experiment with different values

of ρm to determine ρ̂m, the value of ρm that maximizes the expected number

of their queries that will probabilistically be accepted by the good node. A

malicious node sets ρm = ρ̂m in a PA-Flood.
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• TTLShaping-Flood. In this attack model, a malicious node may be aware that

a good node is using a TTLShaping DS to mitigate floods. To counter the

TTLShaping DS, the malicious node injects query traffic that has a TTL distri-

bution that does not exceed the upper bounds that the TTLShaping DS checks

for. Specifically, we assume the malicious node knows the choice of dα that good

nodes use, and the malicious node sends exactly dα
(τ−h)ρ̂C queries with TTL

h for each h ∈ [1, τ ] to each good node to which it is connected. While these

queries will not be dropped by the good node based on TTLShaping DS, they

will not have as detrimental an effect as a flood of queries in which each query

has a TTL of τ .

3.1.4 Metrics

We use two key metrics to evaluate the performance of IASes and DSes: remote work

and damage distribution.

Remote Work (RW)

While we did introduce the concept of remote work in the last chapter, we did not

define it formally, and mainly focused on the metrics of service and damage. In this

section, we review the concept of remote work, and provide formal definitions for

instantaneous and steady-state remote work.

Informally, the remote work (RW) done by a system is the sum of all of the remote

work that is done by each of the good nodes in the system, and is a measure of the

overall throughput with which queries are processed. Malicious nodes do not process

queries on behalf of others, and they do not contribute to remote work.

When a good node issues a query, and that query is processed by some other

good node, one unit of remote work is done. However, when a good node processes

a query that was injected by a malicious node, the good node’s query bandwidth

is wasted, since the work done is “useless.” In a real system, it may be difficult to

tell whether or not a particular query was admitted by a good node or injected by

a malicious node, but it is important to know the true origin of a query if we are
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to compute remote work. As such, we assume the existence of an “oracle” function,

Ω, that is able to distinguish between queries admitted by good nodes, and queries

injected by malicious nodes (irrespective of what the q.o field purports, as it may

have been spoofed). The function Ω takes as input a set of queries, and returns the

subset of queries that were admitted by good nodes. We use the oracle function in

the following definition of Instantaneous Remote Work.

Definition 3.1.1 Instantaneous RemoteWork for Node j. RWj(t) = Σv∈V |Ω(Iv,j(t))|

where Ω : S → S is an “oracle” function that takes as input a set of arbitrary queries

and returns the subset of those queries that were admitted by good nodes.

We now define RW by building on the previous definition, and the following defi-

nition for Steady-State Remote Work.

Definition 3.1.2 Steady-State Remote Work for Node j. RWj = RWj(t0), where t0

is a time such that |RWj(t)−RWj(t0)| < ε,∀t > t0 for some small ε, and non-negative

integer, t0. Note that RWj is only well-defined if t0 exists.

Now, we define the Total Steady-State Remote Work for all nodes in the network,

which hereafter will be referred to as simply remote work (RW).

Definition 3.1.3 Total Steady-State Remote Work (RW). RW = Σj∈GRWj. (Recall

that G is the set of good nodes in the network.)

When malicious nodes flood the system with queries, good nodes may process and

forward malicious nodes’ queries instead of good ones, and this will be reflected by a

drop in RW.

There are several advantages of using RW as a performance measure, as compared

to other measures such as the number of search results received. Firstly, RW is simple

to compute. We do not need to model how files are distributed across the nodes in

the network, the popularity distribution with which particular queries are asked, or

the probability that a particular node will have a particular file. Secondly, RW is

protocol independent and highly correlated with the number of search results– the
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more remote nodes that process a query, the more search results will be generated.

While RW does not directly capture how many search results a good node obtains for

its queries, it does allow us to study the flood-tolerance of the system independent

of the search protocol. Fourth, a loss in RW can effectively capture the impact of

a query-flood. In particular, if a query-flood prevents a query from traveling from

one node to another node elsewhere in the network, this event will be captured by

a drop in remote work. Finally, if we measure the performance of the system by

RW, it will encourage good nodes to process work from remote nodes instead of just

processing queries from their local peers. If each node only processed queries from

their local peers, the network would function as a disjoint set of many client-server

systems where the node is the server and the local peers are the clients. As a result,

RW also serves as a measure of the utility gained from having a peer-to-peer system

instead of a disjoint set of client-server systems.

On the other hand, using RW as a performance metric does have a disadvantage–

it does not give us information about how particular nodes suffer during a query-

flood attack. For instance, when malicious nodes issue a flood, the nodes closest to

the malicious nodes may be affected more so than nodes farther away. Alternatively,

the use of a particular IAS may uniformly even out the extent to which nodes at

different distances from malicious nodes are affected. The RW metric would not

allow us to see how the effects of the flood are distributed across the nodes in the

network. As such, we use a second metric called damage distribution (that we will

use in Section 3.2.2) to understand these types of effects.

In many of our simulations that involve varying numbers of malicious nodes, we use

a metric called Remote Work Utilization (RWU) instead of RW to compare situations

where there are differing numbers of malicious nodes. RWU is simply the ratio of RW

to the amount of total work that is possible. Consider a network with N good nodes.

If all the good nodes have the same capacity, the maximum RW possible might be

βNC for such a network, for some constant, 0 ≤ β ≤ 1. However, if one of the

nodes is malicious, the maximum RW that we can expect might be β(N − 1)C since

the malicious node cannot be expected to do any work As such, RWU is defined as

follows to capture the fact that we do not expect malicious nodes to do work.
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Definition 3.1.4 Remote Work Utilization (RWU).

RWU =
Σj∈GRWj

Σj∈GCj

where G is the set of good nodes in the network.

For example, consider a complete network containing N = 3 good nodes where

C = C1 = C2 = C3. It can be calculated that such a network is able to accomplish a

RW of 3
2
C if each node sets ρ = 1

2
. The RWU is therefore

3
2
C

3C
= 1

2
. However, if one

of the nodes is malicious, and the good nodes can use an oracle ignore query traffic

injected by the malicious node, the RW is C. Note that the RWU is still C
2C

= 1
2
. In

both cases, RWU= 1
2
. If the good nodes are able to use an oracle to tell which nodes

are malicious, they are able to preserve RWU, even though we expect a loss in RW.

RWU allows us to compare how well good nodes are able to perform regardless of the

number of malicious nodes in the network.

3.2 Results and Discussion

In this section, we discuss the results of various discrete-event simulations that we

conducted based on the Gnutella traffic model described in Section 2.1. After describ-

ing some details regarding the topology we studied, and our experimental setup, we

answer the following research questions using results obtained from our simulations:

• What is the effect of varying τ , the maximum TTL allowed, on RW? Do large

settings of τ give malicious nodes an advantage? Can IASes be used to control

floods in systems where high τs are used?

• How are RW and damage distribution impacted as the number of malicious

nodes increases? What IASes (if any) are effective in reducing the malicious

nodes’ impact on RW and damage distribution?

• How much more significant do query-flood attacks become when malicious nodes

use different FSes and PAMs? How vulnerable are IASes to different flooding

strategies and PAMs?
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• Do we expect that the results obtained from the simulations run to answer the

questions above will scale to larger-sized networks?

In the next section, we describe the setup for various simulations we conducted

to answer the above research questions.

3.2.1 Simulation Setup

We start by describing the Gnutella topology that we used for most of our simulations,

and we then discuss some of our simulation parameters.

Topology

Our results in the following sections are run on a snapshot of a Gnutella topology

obtained in May 2001 by Saroiu et al. [178]. The largest snapshot with complete topol-

ogy information gathered from that study was 2,433 nodes, and the largest connected

component in that snapshot was 1,787 nodes 3. We name this largest connected

component Gnutella-1787, and use it in our simulations.

Gnutella-1787 was gathered before the deployment of supernodes (also known as

Ultrapeers) in Gnutella. At the time, all the nodes in the network were considered

equal, regular peers. While we would prefer to use topology data from today’s existing

network, it is not feasible to gather such data because in the current version of the

Gnutella protocol, nodes do not report their presence if they are satisfied with the

number of connections they have.

However, supernodes can use the same basic technique for topology construction

as did the regular nodes in the network in May 2001. That is, supernodes can contact

host caches available at central locations and attempt to connect to IP addresses from

the cache, just as did regular nodes in the past. It is likely that supernodes in such

a network form topologies similar to the topologies that regular nodes formed in the

past. As such, we expect that our results accurately reflects trends and trade-offs

3Saroiu et al.’s study discusses measurements on networks with more nodes, but complete topol-
ogy data was not gathered in those cases.
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that may be seen in Gnutella networks where supernodes use the same bootstrap

mechanism that regular nodes used to use.

Some studies claim that Gnutella networks have power-law topologies. Sariou et

al. in [178] claim that Gnutella networks are similar to power law graphs with an

average connectivity of α = 2.3. We also ran simulations on a synthesized power-law

topology with α = 2.3 (see Section 3.2.2), and found the same trends that we did for

Gnutella-1787.

Capacity and Policies

For simplicity, we assigned all of the nodes in the network the same capacity, C = 106.

Hence, the maximum amount of total work, which includes local plus remote work,

that can take place in an N -node network in one time-step is 106N . To keep our work

figures reasonable and meaningful, however, we normalize all our results by dividing

by C such that the maximum total work is N , but all simulations are carried out

with a “precision” of C = 106. Therefore, for instance, the maximum TW that can

be achieved in one time-step in a simulation of Gnutella-1787 is 1787.

We observe that in our current model, malicious nodes do not collude in any

meaningful way. When good nodes employ some policies, there may not be any

reasonable way for malicious nodes to collude. For instance, if good nodes are using

a Fractional IAS, the best attack that malicious nodes can conduct is one in which

they do a StandardFlood in the most highly connected positions of the network. On

the other hand, if good nodes use an IAS such as LQF-IgnoreLastLink or PA, it

may be possible for malicious nodes to construct more effective attacks by colluding.

For instance, if a good node uses LQF-IgnoreLastLink, and malicious nodes can use

LQF-IgnoreLastLink-Flood FS, then it will be beneficial for two malicious nodes to

coordinate such that they do not flood the same good node. By doing so, the malicious

nodes’ traffic does not compete against each other when the good node is deciding

which link’s queries to ignore. We leave studying colluding malicious nodes to future

work.
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Reservation Ratios

In our simulations, we have all good nodes set ρ = ρ̂ under the assumption that they

altruistically want to maximize RW.

Maximum TTL

With the exception of Section 3.2.2, in which study the effects of varying the maximum

TTL used in the network, we conduct most of our simulations with τ = 7, as is used

in real Gnutella network deployments.

Steady-State

While we mathematically proved that steady-state occurs after τ time steps for Null

IAS and PreferHighTTL in [194], we empirically found that steady-state was achieved

within 2τ time steps for all of the IASes and DSes we experimented with in this

chapter. As such, we ran all our simulations for 2τ time steps. All simulations were

confirmed to achieve steady-state.

3.2.2 Basic Results

Malicious nodes can incur significant damage to the network by mounting query-

floods when Null IAS and PreferHighTTL DS is used by good nodes. In the following

sections, we experiment with various IASes and DSes. Use of some combinations of

IAS and DS policies may result in the network being able to process only a sub-

optimal amount of RW, but do significantly lessen the number of malicious queries

that are processed by good nodes. An ideal policy would process all of the good nodes’

queries and none of the malicious nodes’ queries, and would result in the maximum

RW possible. We evaluate how well various real policies come to this ideal.

We initially assume that malicious nodes are using StandardFlood FS and the

AttackRandom PAM.

In Section 3.2.3 and 3.2.4, we consider more powerful malicious nodes by studying

the effect of varying FS and the PAM.
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Figure 3.8: RW vs. TTL with Null IAS
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Figure 3.9: RW vs. TTL with Fractional IAS



102 CHAPTER 3. DOS IN A REAL GNUTELLA TOPOLOGY

IAS Optimal TTL for Gnutella-1787 Maxiumum RW

Null 3 880

Fractional N/A 1006

Fractional-Spillover 3 1096

LQF-IgnoreLastLink N/A 917

Probabilistic Accept N/A 1220

Table 3.1: Optimal TTLs for Various IASes in Gnutella-1787

Impact of TTLs

Fractional, LQF-IgnoreLastLink, and PA IASes mitigate query-floods when high set-

tings of τ (maximum TTL) are used. Small settings for τ can also be used to mitigate

query floods without sacrificing too much RW.

Practical implementations of nodes in the Gnutella network typically stamp newly

admitted queries with a maximum TTL of τ = 7, a value that was decided upon using

empirical experimentation. In this section, we describe the results of simulations in

which we varied τ to understand what is the effect of τ on RW, and how it affects

the impact of query-floods.

When high τs are used in a network, malicious queries will travel farther and will

traverse more nodes in the network (as do good queries). However, in a query-flood,

malicious nodes are injecting many more queries than are good nodes, and, as a result,

high τs give malicious nodes extra power in displacing legitimate queries from being

processed.

As larger and larger τs are used, we find that IASes can be used to eliminate the

extra power that malicious nodes would otherwise gain. In Figures 3.8, 3.9, and 3.10,

we simulated the impact of using increasing τs in the Gnutella-1787 topology, and

their impact on remote work. Figure 3.8 shows the outcome of our simulations when

a Null IAS is used. When there are no malicious nodes present (m=0), as larger

and larger τs are used, all queries reach almost all nodes in the network, resulting

in a steady-state RW of 1782 at τ=12. However, when malicious nodes are present,

as nodes increase the τs with which they stamp their queries, the malicious nodes’

queries are able to displace more and more legitimate queries resulting in less and less
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Figure 3.10: RW vs. TTL for Various IASes (10 Percent Malicious Nodes)

RW. For instance, if just 5 percent of the nodes are randomly chosen to be malicious

(m = 89), at a τ of 12, the RW is merely 40.

Figure 3.9 shows how a Fractional IAS is able to mitigate the power of malicious

nodes, even as increasing τs are used. At a τ of 4, the Fractional policy is able to

stabilize the number of nodes to which malicious queries can spread. As τ increases

beyond 4, RW stays constant for a given number of malicious nodes. For example,

when 5 percent of the nodes are malicious (m = 89), and τs of 4 are used, the RW is

approximately 1165. Even as τs greater than 4 are used, RW is still approximately

1165. The reason for this is that for every good node that is an additional hop

away from a malicious node, a significant fraction of the malicious node’s queries are

dropped, and after four hops, relatively few of the malicious node’s queries survive

the drop process and are processed at good nodes. On the other hand, because good

nodes are admitting relatively fewer queries, many of the queries admitted by good

nodes do get processed and are not dropped due to the Fractional IAS employed at

each node.
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Note that using the Fractional IAS itself does result in some RW lost due to

some good queries being dropped (even without the presence of malicious nodes). In

Figure 3.8, when no malicious nodes are present, we can see that the RW is 1725 when

τ=7. However, under the same conditions when the Fractional IAS is used, Figure 3.9

shows that the RW is only 1350. In the best-case scenario where no malicious nodes

are present, using Fractional IAS has the downside that 1725−1350
1725

=22 percent of the

RW is sacrificed.

By the same token, Fractional IAS can significantly pay off (as compared to using

Null IAS) when a non-trivial number of malicious nodes are present. For instance,

from Figure 3.8, we can see that when 10 percent of the nodes are malicious (m = 178),

and Null IAS is used the RW is only 158 (at τ=7). From Figure 3.9, we can see that

RW is over six times as much (at 1007) when Fractional IAS is used. Using Fractional

IAS in a scenario where malicious nodes are present can increase RW by a factor of

over six and drastically reduce the impact of query floods.

Figure 3.10 is similar to Figures 3.8 and 3.9, in that it plots RW vs. τ , except it

does so for various IASes with 10 percent malicious nodes. Figure 3.10 shows that

PA, LQF-IgnoreLastLink, and Fractional IAS are effective in acheiving increasing RW

with increased τs when malicious nodes are present. If Null or Fractional-Spillover

IAS is used, we can see from the figure that using a τ of greater than 4 results in

decreasing RW. While the LQF-IgnoreLastLink, Fractional, and PA IASes are

suitable for use with large τs, Null IAS and Fractional-Spillover are not so because

significant numbers of malicious queries spillover and are rebroadcast by good nodes.

IAS Resilience to Malicious Nodes

LQF-IgnoreLastLink and PA IASes result in the best resilience to increasing numbers

of malicious nodes (of all the IASes we considered under the StandardFlood FS).

Figure 3.11 shows that if there are no malicious nodes in the network, Fractional-

Spillover IAS results in approximately 50 percent more RW than Fractional, and 10

percent more RW than PA. If even two or three percent of the nodes in the network

are malicious however, we see that the LQF-IgnoreLastLink and PA IASes provide a

higher RWU than other IASes. The LQF-IgnoreLastLink and PA IASes were designed
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Figure 3.11: RWU vs. Fraction of Malicious Nodes for Various IASes (Gnutella-1787)

to distinguish queries arriving from malicious nodes based upon the number of queries

that arrive on a particular link, and under a StandardFlood FS, we see that they are

successful in doing so. While both LQF-IgnoreLastLink and PA IAS result in similar

RWU, we will see in the next subsection that they have different damage distribution

characteristics, and that they have different levels of vulnerability to FSes that target

them in particular (see Section 3.2.3).

Sensitivity to Topologies

In this subsection, we assess the sensitivity of the IASes we study to different graph

topologies. Two topologies that we consider in addition to Gnutella-1787 are a syn-

thetic power-law topology (generated using the PLOD algorithm suggested in [151])

with the same outdegree as Gnutella-1787, and a 2000 node regular, random graph

topology with outdegree 10. In both cases, we find that the basic trends that we

observe with respect to RWU for different IASes is independent of the topologies we
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experimented with.

Figure 3.12 shows the results of a simulation in which we compared the RW that

resulted by using various IASes while introducing growing numbers of malicious nodes

into the synthetic power-law topology. From the figure, we can see that the curves

corresponding to the different IASes have the same shapes as in Figure 3.11 , and the

relative order of performance of the IASes is still the same.

Damage Distribution

PA IAS does the best (out of the IASes we considered) to limit distribution of damage

to the fewest nodes in the network.

As we mentioned in Section 3.1.4, one of the disadvantages of the RW and RWU

metrics is that they do not give us information about how particular nodes suffer

during a query-flood attack. For each node in the topology, we can calculate damage

to understand how individual nodes are impacted by a query flood attack. However,

we are also interested in understanding how damage is spread out throughout the

topology, as opposed to just looking at damage at individual nodes.

In this subsection, we measure damage for each individual node in the topology,

and plot the damage that individual nodes incur in rank order (from most damage

to least damage). Our plots help us assess how far damage spreads using various

IASes. The ideal damage plot (that can be obtained by using an oracle) would show

a damage of 1 for m malicious nodes, and a damage of 0 for all other nodes. For

example, an ideal plot for our 1787-node network in which 10 percent of the nodes

are malicious is shown in Figure 3.13. In this ideal plot, the malicious nodes are not

able to have any impact on the service received by each of the good nodes because

the good nodes use an oracle to perfectly distinguish between good and malicious

queries.

Figure 3.14 plots damage when there are 10 percent (m = 178) malicious nodes

in the most highly connected positions of the network. Since there are 178 malicious

nodes in the network, we expect that the damage for at least the first 178 nodes (in

rank order) will be 1.0, which is indeed the case in the figure. After the 178th node,

different IASes result in different damage distributions.
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From the figure, we can see that Null IAS allows damage to spread to every node

in the graph. The Fractional and Fractional-Spillover IASes spare just a few nodes

from incurring any damage at all. In general, as compared to Null IAS, the Fractional

and Fractional-Spillover IASes reduce the amount of damage that nodes incur, but

more than half of the nodes still incur more than 50 percent damage. Note that the

damage for Fractional-Spillover is slightly worse than for Fractional due to the fact

malicious queries can take advantage of unused link quotas. In Figure 3.11, we can

see that Fractional-Spillover results in 20 percent more RWU than Fractional at the

cost of slightly more damage distributed throughout the network when there are 10

percent malicious nodes. From the two figures, we can therefore conclude that most

of the queries that spillover when 10 percent of the most highly connected nodes are

malicious are queries issued by good nodes.

3.2.3 Flooding Strategies

In the previous section, we evaulated IASes and DSes using the StandardFlood FS,

in which malicious nodes set ρ = 1. We found that if malicious nodes use a Stan-

dardFlood FS, their attack can be contained by taking advantage of IASes such as

PA and LQF-IgnoreLastLink. However, if malicious nodes are aware that good nodes

are using such policies, they may explicitly target them using a PA-Flood or LQF-

IgnoreLastLink-Flood, respectively. In this section, we study cases in which malicious

nodes know what IASes and DSes good nodes are using, and they choose a FS that

targets the good nodes’ policies explicitly.

We note that it only makes sense for malicious nodes to use certain FSes when

good nodes uses certain IASes or DSes. For instance, if good nodes use Fractional

or Fractional-Spillover IAS, then the best attack that malicious nodes can mount

is to use StandardFlood FS (ρm = 1). If malicious nodes set ρm < 1 when Frac-

tional or Fractional-Spillover IAS are used by good nodes, then their attack will

not minimize RWU or maximize damage. On the other hand, if good nodes use

LQF-IgnoreLastLink IAS, then the best attack that malicious nodes can conduct is

to use LQF-IgnoreLastLink-Flood FS to specifically target the good nodes. Since
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Good Nodes: IAS Malicious Nodes: Best FS

Null, Fractional, Fractional-Spillover StandardFlood

LQF-IgnoreLastLink LQF-IgnoreLastLink-Flood

PA PA-Flood

Table 3.2: Best FSes for Malicious Nodes to Target Various IASes

Good Nodes: DS Malicious Nodes: Best FS

PreferHighTTL StandardFlood

TTLShaping TTLShaping-Flood

Table 3.3: Best FSes for Malicious Nodes to Target Various DSes

good nodes accept queries from nodes that send the fewest queries first under a

LQF-IgnoreLastLink IAS, malicious nodes’ queries may not be accepted at all if they

send too many. Under a LQF-IgnoreLastLink-Flood FS, malicious nodes send fewer

queries to good nodes so that their queries will be accepted, and will deny service to

legitimate queries sent by good nodes.

Also, it would not make sense for malicious nodes to use LQF-IgnoreLastLink-

Flood FS when good nodes used, say, Fractional IAS because they could deny more

service by sending out more queries with a StandardFlood FS. In Tables 3.2 and 3.3,

we show the best flooding strategies for malicious nodes to use to maximize damage

and minimize RWU when good nodes use various IAS and DS policies.

LQF-IgnoreLastLink-Flood

LQF-IgnoreLastLink performs comparably to Fractional when under a targeted attack

by malicious nodes.

When good nodes use the LQF-IgnoreLastLink IAS, malicious nodes can use the

LQF-IgnoreLastLink-Flood FS to send just enough queries so that their queries will
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Figure 3.15: RWU vs. Fraction of Malicious Nodes for LQF-IgnoreLastLink

be accepted by the good node, and other good nodes’ queries will be ignored. Fig-

ure 3.15 plots RWU versus the fraction of the nodes that are malicious for the LQF-

IgnoreLastLink IAS, for both cases when malicious nodes use LQF-IgnoreLastLink-

Flood FS and when malicious nodes use StandardFlood FS. the line marked “LQF-

IgnoreLastLink-Flood” plots RWU when malicious nodes use LQF-IgnoreLastLink-

Flood FS, and the line marked “LQF-IgnoreLastLink” plots RWU when malicious

nodes use the StandardFlood FS. We observe that while the LQF-IgnoreLastLink

IAS acheives high RWU under a StandardFlood attack, it does not do as well under

a targeted LQF-IgnoreLastLink-Flood attack. For instance, if 5 percent of the nodes

are malicious, RWU drops from just under 80 percent with StandardFlood to just

under 50 percent with LQF-IgnoreLastLink-Flood.

However, to put the performance of LQF-IgnoreLastLink IAS under the targeted

LQF-IgnoreLastLink-Flood attack in perspective, we also plot the performance of

Fractional IAS in Figure 3.15. The best flooding strategy for malicious nodes to

use when good nodes use Fractional IAS is StandardFlood. As such, we have also
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plotted the RWU for Fractional IAS in Figure 3.15 when malicious nodes issue a

StandardFlood. We notice that the performance of LQF-IgnoreLastLink IAS under a

targeted LQF-IgnoreLastLink-Flood attack is similar to the performance of Fractional

IAS under a StandardFlood attack.

It is therefore better for good nodes to use LQF-IgnoreLastLink IAS instead of

Fractional because 1) LQF-IgnoreLastLink performs comparably to Fractional under

a targeted attack, 2) it “raises the bar” for the actions that malicious nodes are

required to conduct to perform a query-flood, and 3) in the average case that not

all malicious nodes will be able to perform LQF-IgnoreLastLink-Flood, a significant

amount of RWU can be gained over and above what can be acheived with Fractional

IAS.

PA-Flood

PA IAS can be defeated when malicious nodes rate-limit their query-floods. Fractional-

Spillover is the best strategy (of the IASes we considered) for good nodes to use if

malicious nodes rate-limit floods.

In Section 3.2.2, we found that PA IAS is able to successfully mitigate query-

floods when malicious nodes inject queries with ρ = 1. However, when malicious

nodes do not inject queries “at full capacity,” they are able to rob the network of a

large fraction of remote work.

For the purposes of our evaluation of the PA-Flood FS, we assume that all ma-

licious nodes use the same value of ρm, and we first determine the value of ρm that

minimizes remote work. Figure 3.16 shows the results of a simulation that measures

how RW varies as malicious nodes use a ρm that varies from 0 to 1. Each curve in

the figure measures remote work for different IASes that good nodes use.

The figure allows us to see how different IASes perform when malicious nodes set

ρm < 1. Instead of pumping out queries at maximum capacity, malicious nodes limit

the rate at which they inject queries.

From the figure, we first notice that when a Null IAS is used, RW decreases

steadily as the malicious nodes increase their ratios from 0 to 1. The first data point

on this curve plots RW when malicious nodes set ρm = 0.01 and are injecting slightly
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Figure 3.16: RW vs. Malicious Rho for Various IASes

fewer queries than good nodes that set ρ = ρ̂. At that point, RW is approximately

1050. As the malicious nodes start injecting more queries, RW steadily decreases

when good nodes use Null IAS until at ρm = 1, the malicious nodes have robbed the

network of over 85 percent of the RW possible given their presence in the network.

As before, good nodes must use another IAS if they are to mitigate the flood.

However, from the results in Figure 3.16, we can see that PA IAS is not effective

against the query-flood if malicious nodes set their ρm’s appropriately. In particular, if

malicious nodes set ρ to a value between 0.1 and 0.88, less RW is done by the network

when good nodes use PA IAS than with the other IASes plotted. At those settings

of ρm, malicious nodes are injecting an amount of traffic that is less than the amount

of traffic that good nodes are admitting. While each good node is only admitting

ρ̂C local work, their local work is being sent to adjacent good nodes together with

remote work that they are forwarding on behalf of other nodes– this total amount of

local and remote work significantly exceeds the amount of work injected by malicious

nodes that use small ρm’s. As a result, the probability that the malicious traffic is
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accepted by good nodes is greater than the probability that good traffic is accepted.

The value of ρm that maximizes the effectiveness of the malicious nodes’ attack

in this particular simulation is ρ̂m=0.43, but settings in the range 0.2 to 0.6 cause a

roughly equivalent effect. PA IAS is not able to stand up to query-floods in which

malicious nodes rate-limit the queries they inject.

Good nodes should instead use a Fractional-Spillover IAS to maximize RW when

malicious nodes rate-limit their queries. From Figure 3.16, we can see that as mali-

cious nodes start increasing ρm from 0.01 to 0.3, RW does decrease from just under

1200 to 750. However, as the malicious ρ continues to increase, the amount of ser-

vice provided to malicious nodes steadies out, and an RW of approximately 750 is

maintained. So while 1200−750
1200

=46 percent of the RW is lost even when good nodes

use Fractional-Spillover IAS, we should keep in mind that the goal of the IAS is to

contain the severity of an attack while it is in progress. In the case that malicious

nodes have taken over 10 percent of the most highly connected nodes in the network,

we are able to still provide over half of the throughput (remote work) as when there

are no malicious nodes in the network. In the meantime, our Fractional-Spillover IAS

is expected to be used in conjunction with detection protocols that work to deter-

mine exactly which nodes are malicious such that they can be disconnected from the

network.

While Fractional-Spillover IAS is more effective than PA IAS in dealing with ma-

licious nodes that rate-limit their floods, PA IAS is effective in dealing with “faulty”

nodes. A faulty node is a good node that may have simply gone into an infinite loop,

and is spending its processing capacity sending legitimate queries with a high value

of ρ. From Figure 3.16, we observe that if malicious (or faulty) nodes send queries

with ρ > 0.9, PA IAS results in higher RWU than Fractional, and when ρ > 0.93, PA

IAS results in higher RWU than Fractional-Spillover. Hence, PA IAS is more effective

than Fractional or Fractional-Spillover IAS in containing the effects of “faulty” nodes.
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Figure 3.17: RWU vs. IAS for Various PAMs with 5 percent malicious nodes

3.2.4 Positional Attack Models (PAMs)

In our results thus far (with the exception of the TTLShaping results in Section 3.2.2

), we have assumed that malicious nodes are randomly distributed throughout the

topology. In this section, we study how the other attack models described in Sec-

tion 3.1.3 effect our results.

Figure 3.17 shows the results of a number of simulations in which 5 percent of

the nodes are malicious, and the malicious nodes take on different positions in the

network. For each of the IASes that we study (on the x-axis), the y-axis measures

the steady-state RWU for the AttackRandom, AttackHubs, and AttackHubNeighbors

PAMs. For each IAS, we can see that the differences in RWU for the three PAMs

are only marginally different, although AttackHubs systematically results in the least

RWU, followed by AttackRandom, and finally by AttackHubNeighbors. What this

tells us is that regardless of which positions the malicious nodes take on in the network,

they are able to have about an equivalent effect regardless of what IAS is being used.

Due to the structure of Gnutella-1787, and its similarity to a power-law topology,

every node, including malicious nodes, are almost always within just a few hops of

highly connected nodes. Once queries arrive at the highly connected nodes, they are

multiplicatively broadcasted, and in the case that the queries are issued by malicious

nodes, the queries deny a significant amount of service to queries issued by good

nodes.
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3.2.5 Scalability

In this chapter, we have run simulations on the largest Gnutella topology available

from [178], but we wanted to have some level of confidence that our results in the

above sections were not dependent upon the size of the topology, or the particular

snapshot that we used. Since we are not aware of the availability of larger, fairly

accurate topologies, we used smaller snapshots that were gathered by Sariou et al. to

verify the performance of the policies we propose. In this section, we present one of

the experiments we conducted to assess whether or not we can expect that our results

scale with the size of the network.

Figure 3.18 plots the cumulative amount of RW after 2τ time-steps for topologies

of different sizes. In each of the topologies, 15 percent of the most highly conencted

nodes in the topology were selected to be malicious (AttackHubs PAM), and the

malicious nodes use StandardFlood FS. The results of 100 simulations were averaged

to obtain each of the data points. Topologies were chosen where the size of the
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networks fell closest to increments of 100, but as can be seen from the figure, no

topologies of sizes near 1300, 1400, and 1500 were available in the data set.

Simulations were run with both Null and LQF-IgnoreLastLink IASes, and lines

were best-fit for each of the policies. From Figure 3.18, we can see that as the

number of nodes in the topologies increases, the cumulative RW (for both IASes)

also increases linearly. However, the slope of the best-fit line for the Null IAS line is

much flatter than the best-fit line for the LQF-IgnoreLastLink IAS indicating that as

the size of the topologies grow, LQF-IgnoreLastLink successfully mitigates flooding

proportionally to the size of the network. The LQF-IgnoreLastLink best-fit line had

an asymptotic standard error of under 5 percent. We expect that the linear trend

would continue if simulations were to be run on larger topologies. In addition, while

we present the scalability of LQF-IgnoreLastLink here, we ran the same scalability

experiment on the other IASes we studied in this chapter, and found that the trends

we describe in our results are observable in topologies of different sizes. As such, we

expect that the policies we propose and evaluate in this chapter should be applicable

to larger Gnutella topologies also.

3.3 TTLShaping

3.3.1 Choosing dα

In Section 3.1.2, we described a TTLShaping policy in which good nodes limit the

number of queries they accept with different TTLs. The intuition behind TTLShaping

is that if all good nodes in the network admit at most ρ̂C queries each, then we can

expect that the TTLs of queries that arrive on any particular link should have a

geometric distribution.

We experimented with different settings of dα for Gnutella-1787, and the results

are shown in Figure 3.19. RWU is plotted for increasing percentages of malicious

nodes in the network under a Null IAS and a TTLShaping DS. Malicious nodes are

placed using the AttackHubs PAM, and they conduct a StandardFlood in which they

set ρ = 1. From the figure, we can see that at 5 and 10 percent of the nodes being
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Figure 3.19: RWU vs. Fraction of Malicious Nodes for TTLShaping

malicious, TTLShaping produces a 50 and 30 percent increase in RWU, respectively,

compared to PreferHighTTL when dα = 3. Higher settings of dα only recover marginal

RWU.

3.3.2 TTLShaping-Flood

In Section 3.3.1, we saw that when malicious nodes inject all their queries with TTL

τ and ρ = 1, TTLShaping filters out a significant fraction of the malicious queries

they inject. However, malicious nodes can inject their queries with a distribution

of TTLs that is within the bounds imposed by the TTLShaping policy. Even when

the malicious nodes do so, the effect of their query-flood will not be as significant as

before, since most of their malicious queries will not travel as far in the network.

Figure 3.20 shows the results of the same simulations as those run to generate

Figure 3.19 with dα = 3 and dα = 5 and two additional lines for those settings of dα

in which malicious nodes injected queries using a TTLShaping-Flood as described in
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Figure 3.20: RWU vs. Fraction of Malicious Nodes for TTLShaping under
TTLShaping-Flood

Section 3.1.3. We can see that with dα = 3, increased RWU can be gained (compared

to dα = 5) even if malicious nodes use a TTLShaping-Flood. However, if dα = 5 is

used, too many malicious queries persist in the network, and RWU is significantly

lower than when dα = 3. It is also important to note that at dα = 3, RWU, on average,

does not suffer at all due to the TTLShaping-Flood. This occurs because when dα = 3,

malicious nodes are injecting queries with the almost the exact distribiton of TTLs

that good nodes forward.

3.4 Complementary Approaches

Other approaches to deal with the problem of query-floods may involve preventing

malicious nodes from injecting queries in the network or requiring malicious nodes

to expend more effort before they are able to inject a query. For instance, one could

require each node in the network to sucessfully authenticate itself before being able
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to submit queries. Then, a malicious node would be required to subvert the authen-

tication mechanism or take control of an already authenticated, good node. On the

other hand, an authentication-based approach may limit the openness of the network,

and/or may not be able to as easily allow anonymous nodes to participate.

Alternatlively, a node can be required to expend some effort before other nodes

accept a query. A node can be required to, for example, solve a cryptographic puzzle,

and attach the solution to a puzzle to each of its queries. Nodes in the network would

then verify the answers to crypto puzzles before processing and forwarding queries.

The query selection approaches that we present in this chapter are complementary

to these alternative approaches. Malicious nodes may subvert authentication mecha-

nisms, or may be willing to expend the effort to solve crypto puzzles. In either case,

the techniques we have proposed and evaluated in this chapter mitigate the effects of

query-floods once the queries have been injected into the network.

3.5 Chapter Summary

In this chapter, we have studied flooding-based DoS attacks through simulations on

real snapshots of Gnutella networks.

We found that:

• A TTL of 3 (as opposed to a TTL of 7 as is used in practice) is sufficient to

maximize remote work when LQF and Fractional IASes are used. Remote work

degrades as TTL increases when Fractional-Spillover and Null IASes are used.

• A LQF IAS is effective at recovering remote work (compared to Fractional

and Null IASes) when many malicious nodes are present in the network. In

the case that malicious nodes use LQF-IgnoreLastLink-Flood, LQF performs

comparably to Fractional.

• A PA IAS is also effective at recovering remote work when malicious nodes

are present, but performs worse than Fractional IAS if the malicious nodes use

PA-Flood. On the other hand, PA IAS is better at localizing damage to fewer

nodes, and acheives more remote work when high TTLs are used.
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• A TTL-Shaping DS can be used instead of PreferHighTTL to increase RWU by

between 30 to 50 percent when 5 to 10 percent of the nodes in the network are

malicious.

Now that we have studied flooding-based DoS attacks in-depth in the unstructured

Gnutella P2P network, we will study DoS attacks in DHT and non-forwarding P2P

networks in subsequent chapters.



Chapter 4

Blasting in a DHT

In this chapter, we extend the model we developed in Chapter 2 to allow us to study

performance and denial-of-service issues in Distributed Hash Tables (DHTs). We

focus on performance and denial-of-service issues that result from nodes “blasting”

queries. In a “blasting” attack, a malicious node spends all of its processing capacity

generating queries in an attempt to overload the network. While superficially similar

to malicious nodes that flood in unstructured P2P networks, blasting has different

effects because queries are not repeatedly broadcasted at each node of the network.

Also, while our extended model allows us to study blasting in many DHTs, we focus

on Chord for concreteness.

4.1 Review of DHTs and Chord

A DHT (see Chapter 1) is a P2P system in which a set of data items {D1, D2, ..., Dk}

is distributed across the nodes {N1, N2, ..., Nn}, such that each data item can be

predictably found at a particular node. Each of the data items and node ids are

mapped to an address space [0, A), and each node is responsible for storing data

items that map to a subset of the address space. The subsets of the address space

that different nodes store are typically not overlapping, such that, at any given time,

there exists only one node responsible for storing a particular subset of the address

122
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space 1.

Each node keeps a number of pointers to other nodes that handle “adjacent”

partitions of the address space. The set of pointers is typically called a “finger”

or “routing” table. As nodes join and leave the network, the address spaces that

particular nodes are responsible for changes, as do the routing tables.

When a node Ni is interested in searching for a data item Dj, Ni computes (using

a hash function) the address of the data item h(Dj) ∈ [0, A). If Ni is the node that

handles the corresponding part of address space, the data item can be found locally.

If not, then Ni consults its routing table to determine which “adjacent” nodes are

responsible for addresses that are closest to h(Dj).

In this chapter, we focus on blasting attacks in the Chord [193] DHT, but our

extended model and metrics can be applied to any DHT. We choose Chord because

it is the DHT that is most “flexible” with respect to node failure. That is, Chord has

the fewest constraints of all the DHTs studied in [79] as to which nodes can appear in

particular entries of a routing table, and is thus most resilient to failures of particular

nodes. Ratnaswamy et. al. present detailed simulation results and analysis of the

advantages of Chord as opposed to other DHTs in [79].

We described how Chord works in Chapter 1, but we provide a brief review here.

The reader is also encouraged to consult [193] for a detailed treatment of Chord.

In Chord, each node Ni hashes its IP address to determine its own address h(Ni).

Each node maintains a routing table with log n entries. The ith entry in a node’s

routing table points to another node whose hash is the smallest in the network that

is larger than h(Ni)+2i−1. To search for a data item with id a, a node Ni determines

which routing table entry j for which h(Ni) + 2j−1 ≤ a < h(Ni) + 2j, and forwards

its query to node pointed to by the jth entry in the routing table. On average, a

query will be forwarded 1
2
log n times before it reaches its destination [193].

To illustrate how Chord works concretely, we use a 3-node example in which the

nodes have ids 0, 1, and 3. In this small example, we assume that the system can

support a maximum of 8 nodes. In Table 4.1, we show which nodes are responsible

1The fault-tolerance of many DHTs can be improved by mapping data items to multiple nodes;
if a data item cannot be found at one of the nodes that it is mapped to due to a node failure, it can
be found at one of the others to which it is mapped.
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Node Id Responsible for keys:
0 0, 4-7
1 1
3 2, 3

Table 4.1: Key Distribution Across Nodes

Index Node Id
1 1
2 3
3 0

Table 4.2: Routing Table for Node 0

for storing which keys.

Each of the nodes has a routing table with three entries as shown in Tables 4.2, 4.3,

and 4.4.

To illustrate how queries work in Chord, consider what happens when node 1

issues a query for a key that hashes to 4. The query is sent to node 3 because

1 + 21 = 3 which is the largest node id that is less than 4. Node 3 is responsible for

storing data items with keys 3 through 7, so it responds to the query.

4.2 Extended Model

In this section, we describe a model that we use to capture the query flows in a

DHT with N nodes such that we can study blasting attacks. As in Chapter 2, our

model is a discrete-event-based model. In each time step, a node conducts three

actions: 1) it admits new queries into the system, 2) it answers queries that have

arrived for which it is responsible for storing the corresponding data items, and 3)

it forwards any remaining queries to “adjacent” nodes. Each of these actions takes

some amount of processing capacity, but for simplicity we assume that each such

action requires one unit of processing capacity. (In Section 4.7.8, we study the case

in which answering queries is more expensive than forwarding queries.) One unit of
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Index Node Id
1 3
2 3
3 0

Table 4.3: Routing Table for Node 1

Index Node Id
1 0
2 0
3 0

Table 4.4: Routing Table for Node 3

processing capacity may involve some arbitrary number of CPU cycles, disk I/Os,

and network bandwidth, but for the purposes of our study, we aggregate all these

sub-component resources required to process a query into a single unit of normalized

processing capacity. Also, we will say that a node has processed a query when it has

either admitted, answered, or forwarded it. Any of these three actions constitutes

processing a query. Finally, we assume that each node has some maximum processing

capacity constraint, and that each node in the system can process C queries per time

step. That is, each node can admit, answer, and/or forward a maximum of C queries

per time step. Each node may execute some combination of these actions, but can

execute no more than C of these actions.

4.2.1 Reservation Ratio (ρ)

Each node must decide what fraction of its processing capacity it should dedicate to

each of the actions above.

In particular, nodes admit gC queries, answer aC queries, and forward fC queries

where g + a+ f ≤ 1. We say that when a node answers a query it has done one unit

of “work.” In addition, if a node answers a query that was admitted at some other

node, we say that it has done one unit of “remote work.” (When a node answers a

query that was admitted locally, we say that it has done one unit of “local work.”)
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A node must expend some of its bandwidth for injecting queries into the network,

and we assume that a node reserves ρC = gC units of processing capacity at each

time step for query injection / admission. A node’s remaining query bandwidth can

be used to either answer or forward queries.

We are interested in studying Chord networks when they are under stress, and, as

in previous chapters, we make the assumption that nodes have a near infinite supply

of queries that they could admit to the system. However, if all nodes spend their

entire processing capacity admitting queries and forwarding them along their first

hop, they will have no processing capacity left over to answer queries or route them

to their destinations. Ideally, we do not want any queries to be dropped due to a lack

of processing capacity at any node. Therefore, we want to determine the setting of

ρ that will result in the highest throughput (remote work) and no dropped queries.

We call the setting of ρ that maximizes remote work optimal rho, denoted by ρ̂.

Due to the properties of Chord, we can estimate ρ̂ analytically. We start with

the capacity constraint that the total fractions of queries admitted, answered, and

forwarded by a node in a given time step must sum up to a maximum of one:

a+ g + f ≤ 1

If all nodes have the same capacity, and admit the same number of queries ρC,

we can expect that they will receive ρC queries to which they can provide answers.

We therefore assume that a = g if we would like to answer all the queries that are

admitted in the system. We let ρ = a = g be the ratio of processing capacity that

nodes set aside for admitting and answering queries. In addition, because we do not

want any processing capacity to be wasted, we use strict equality:

ρ+ ρ+ f = 1

In Chord, a query is forwarded, on average, through 1
2
logN nodes before it arrives

at its destination [193]. If we assume that each node must spend a corresponding

amount of its processing capacity forwarding queries, such that all queries can arrive

at their destinations, we have:
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ρ+ ρ+
1

2
ρ logN = 1

Solving for ρ:

ρ̂ =
1

2 + 1
2
logN

Nodes set ρ = ρ̂ to maximize remote work.

In deriving our estimate for ρ̂, we made the assumption that all nodes behave

symmetrically in each round of operation. However, there are various sources of

variability that cause nodes to have different loads. As a result, we may not be able

to maximize remote work with our estimated ρ̂ setting if some of the following sources

of variability are present:

1. Non-uniformly distributed node ids. When nodes choose their ids at random,

the ids may not be perfectly distributed around the Chord ring / address space.

As a result, some nodes may be responsible for forwarding queries to a larger

part of the address space than others. Consider, for instance, the small network

of 3 nodes in Section 4.1 in which nodes had ids 0, 1, and 3. In that example,

node 0 is responsible for the largest part of the keyspace, and node 3 must

forward all queries it receives to node 0. It is therefore likely that if query keys

are chosen at random from the key space, then node 3 will receive more queries

to forward than if the node ids were uniformly distributed around the ring. We

will shortly describe some approaches that have been proposed to deal with the

issue of non-uniformly distributed node ids.

2. Non-uniform query key distribution. Query keys will not necessarily have a

uniform random distribution. Some documents may be more “popular” than

others, and keys that match such documents may appear more frequently than

other keys found in queries. A non-uniform query key distribution will result

in some nodes becoming “hot-spots.”

3. Variable hops to destination. While queries will take 1
2
logN hops to arrive on
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average, some queries may take more or less hops to arrive at their destina-

tions, causing transient changes in load at nodes. These transient load changes

can easily be evened out by requiring that nodes use finite length queues to

temporarily store queries that cannot be forwarded or answered at a particu-

lar point in time. At a later point in time, if processing capacity is not fully

utilized, the node can service queries from its queue.

For the reasons above, only a fraction of admitted queries result in RW. While the

third source of variability above, variable hops to destination, can easily be addressed

by having nodes use queues to smooth out their load over time, solutions for non-

uniform node id and query key distributions are a topic of active research.

We note that non-uniformly distributed ids can be used as a proxy for other

sources of load variability. A node that is responsible for a large part of the keyspace

in a system with non-uniformly distributed ids is equivalent to a node that receives

many queries for a “popular” key in a system in which nodes do have uniformly

distributed ids. We do not model documents or file distributions across nodes in our

work here, and we use non-uniformly distributed node ids to simulate the effect of

non-uniform query key distribution. So, while the results we provide in later sections

of this chapter may specify that non-uniform node ids were used, we expect the results

will be similar for non-uniform query key distributions, and potentially other sources

of load variability.

The importance of load balancing and eliminating the above sources of variability

in Chord has received some attention in the literature. Basic solutions have been

proposed to achieve uniformly distributed node ids. We briefly survey three basic

solutions proposed to uniformly balance node ids, and point out their strengths and

limitations. Stoica et. al. in [193] propose that each real node in a Chord system

should host logN virtual nodes. While Stoica et. al. showed through simulation that

virtual nodes can be used to balance load, this approach has the disadvantage that

each real node will have to maintain log2N connections instead of logN connections.

Alternatively, Karger and Ruhl in [92] provide a node id balancing scheme in which

each real node is only required to maintain logN active connections for one of its

virtual nodes at a time, but may require many nodes to change which virtual node
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is active when some real node leaves the system. Manku [120] develops a node id

balancing scheme in which nodes sample the id space upon joining, and choose an id

that will lead to a nearly uniformly balanced spacing between nodes participating in

the system.

While these approaches may achieve node id balancing at the expense of active

connections and network stability, there is still much room for load variability due

to non-uniform query key generation. Karger and Ruhl in [92] also provide an item

balancing scheme in which nodes can collaborate to re-assign node ids to balance load

based upon the run-time distribution of query keys. There are two key disadvantage(s)

of this approach. Firstly, if some nodes are malicious, they could force address re-

assignments that allow them to take control of particular data items or parts of the

address space. Secondly, nodes are required to collaborate to balance load. Malicious

nodes could create highly undistributed load by lying about their loads.

In studying the policies that we proposed in Section 4.3, and in contrast to the

solutions proposed in [92] and [193], we are interested balancing load irrespective

of the source of load variability. The policies we propose are complementary to

those proposed in [92], [193], and [120]. Our policies will help balance any transitory

or interim load variations that occur while the proposed node id balancing schemes

are executing, and our policies will also help balance load in the case that “non-

compliant” or malicious nodes do not follow the proposed id balancing schemes. In

addition, our policies are practical, easy-to-implement, and when a Chord network

is under stress, they provide increased system throughput (potentially at the cost of

“fairness”).

4.3 Policies

There are a number of different traffic management policies that nodes may attempt

to use to maximize remote work, handle traffic “surges” caused by load variability,

and contain the effects of malicious nodes. In this section, we describe a number of

basic policies.

A node must decide what mix of its available query bandwidth it should use to
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spend answering queries versus forwarding queries. When a query arrives at a node,

we say that the query is answerable if the node is responsible for storing the value

corresponding to the key specified in the query. A query is forwardable if it is not

answerable. (Of course, all queries will eventually be answerable once they have been

forwarded to the appropriate destination node.) Let Aarrive be the number of queries

that arrive at a node that can be answered at that node, and Farrive be the number

of queries that arrive that can be forwarded by that node. Note that Aarrive can be

greater or less than aC (and Farrive can be greater or less than (1 − a − g)C) even

when ρ = ρ̂ at any particular time due to variations in the number of hops that it

takes for queries to travel from their sources to their destinations.

Nodes first use an incoming allocation strategy (IAS) to decide how many queries

to answer and how many to forward. After decisions about how many queries to

answer and forward have been made, nodes then use a drop strategy (DS) to decide

which queries are to be dropped / ignored. In the following subsections, we describe

some basic choices for IAS and DS policies.

4.3.1 IAS

In this subsection, we describe various IASes. Let A be the number of queries that

are actually answered at the node and F be the number of queries that are actually

forwarded by that node. For instance, if Aarrive > aC, then an IAS may choose to

actually answer only A = aC queries. Alternatively, if Aarrive < aC, then an IAS

may choose to actually answer A = Aarrive queries.

The goal of an IAS is to, given some set of Aarrive + Farrive queries that arrive

at a node, decide how many answerable queries and how many forwardable queries

should be processed. In illustrating various basic options for IASes, we use a running

example in which a node has C = 12 units of capacity which it may use to admit,

answer, and/or forward queries. In our examples, ρC = 1
6
12 = 2 units of capacity are

reserved to admit new queries. The remaining capacity is available for answering or

forwarding queries.

We now describe various IAS policies. Note that in our descriptions, ρ may take
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on values in the range [0, 1
2
].

• Null. Null IAS answers up to ρC answerable queries, and up to (1− 2ρ)C for-

wardable queries. That is, Null IAS will answer A = min(Aarrive, ρC) queries,

and forward F = min(Farrive, (1 − 2ρ)C) queries. Any unused capacity is

“wasted.” For instance, if Aarrive = 1 and Farrive = 9, Null IAS will answer

A = min(1, 1
6
12) = 1 query, and will forward F = min(Farrive, (1 − 2ρ)C) =

min(1, (1 − 21
6
)12) = min(12, 8) = 8 queries. The extra 1 unit of answering

capacity is not re-utilized for forwarding queries.

• Answer First Priority (AFP). AFP IAS first spends its available capacity pro-

cessing any answerable queries that arrive. Only after answerable queries have

been processed are forwardable queries processed. More precisely, AFP first

processes A = min(Aarrive, (1 − ρ)C) answerable queries, and then processes

F = min(Farrive, (1 − ρ)C − A) forwardable queries. For example, in our run-

ning example, if Aarrive = 4, then A = min(Aarrive, (1 − ρ)C) = min(4, (1 −
1
6
)12)) = min(4, 10) = 4 answerable queries are processed. If Farrive = 8, then

F = min(Farrive, (1 − ρ)C − A) = min(8, (1 − 1
6
)12 − 4) = min(8, 6) = 6

forwardable queries are processed.

• Answer First Spillover (AFS). AFS IAS works similarly to AFP IAS with the

exception that some capacity is reserved for forwarding queries. In particular,

if Farrive < (1− 2ρ)C then let Fleftover = (1− 2ρ)C − Farrive, else Fleftover = 0.

AFS will process A = min(Aarrive, ρC + Fleftover) answerable queries and F =

min(Farrive, (1 − 2ρ)C) forwardable queries. For instance, if Aarrive = 4 and

Farrive = 7, then Fleftover = (1− 2ρ)C − Farrive = (1− 21
6
)12− 7 = 1. AFS IAS

will answer A = min(Aarrive, ρC+Fleftover) = min(4, 1
6
12+1) = min(4, 2+1) =

min(4, 3) = 3 queries, and forward F = min(Farrive, (1−2ρ)C) = min(7, 8) = 7

queries.

• Forward First Priority (FFP). FFP processes any forwardable queries that ar-

rive first before considering answerable queries. Specifically, FFP first pro-

cesses F = min(Farrive, (1 − ρ)C) forwardable queries, and then processes
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A = min(Aarrive, (1−ρ)C−F ) answerable queries. For instance, if Farrive = 12,

then F = min(Farrive, (1− ρ)C) = min(12, (1− 1
6
)12)) = min(12, 10) = 10 for-

wardable queries are processed. No answerable queries that arrive are processed.

• Forward First Spillover (FFS). FFS IAS works similarly to FFP IAS with the

exception that some capacity is reserved for answering queries. In particular,

if Aarrive < ρC then let Aleftover = ρC − Aarrive, else Aleftover = 0. FFS

will process F = min(Farrive, (1 − 2ρ)C + Aleftover) forwardable queries and

A = min(Aarrive, ρC) answerable queries. For instance, if Farrive = 10 and

Aarrive = 1, then Aleftover = ρC − Aarrive =
1
6
12− 1 = 1. FFS IAS will forward

F = min(Farrive, (1−2ρ)C+Aleftover) = min(10, (1−2 1
6
)12+1) = min(10, 8+

1) = min(10, 9) = 9 queries, and answer A = min(Aarrive, ρC) = min(1, 2) = 1

query.

4.3.2 DS

Once an IAS has been used to determine how many queries to answer (A), and how

many queries to forward (F ), a drop strategy (DS) can then be used to determine

exactly which queries to process. Specifically, if A < Aarrive and/or F < Farrive, then

a DS is used to determine which Aarrive − A and/or Farrive − F queries to drop.

In this subsection, we describe some DSes.

• Drop Youngest (DY). In this DS, we assume that query messages have a “hop

count” field. When a query message is first created, it is given a hop count of

0. Each time that the message is forwarded from one node to another, the hop

count is incremented by one. The hop count indicates the “age” of the query.

Queries that have been forwarded just a few times are considered “young,” while

queries that have been forwarded many times are considered “old.”

In the DY DS, queries with the smallest hop counts are dropped. The rationale

behind DY DS is that the least amount of effort has been expended on young

queries. That is, young queries have been forwarded by a fewer number of

nodes, compared to older queries, and by dropping younger queries, the amount

of effort that is wasted is lower.
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For example, if an IAS is used to decide that F = 8 queries can be forwarded

out of Farrive = 12 queries, then the 4 queries with the lowest hop counts will

be dropped. The 8 oldest queries will be forwarded as per a node’s finger table.

Ties are broken arbitrarily.

• Drop Farthest (DF). In DF DS, queries that have the farthest to travel, as

measured by the “clockwise distance” between the key specified in the query

and the id of the current node, are dropped first. The clockwise distance between

two ids id1 and id2 is defined as d where id1 + d mod Nmax and Nmax is the

maximum node id possible. For instance, if Nmax = 12, then the clockwise

distance between 9 and 2 is 5.

To illustrate DF DS, consider an example in which a node with id 8 (N8) uses

an IAS to decide that F = 2 queries can be forwarded out of Farrive = 4 queries.

Also, assume that Nmax = 32. If the ids of the 4 queries are {9, 12, 17, 1}, then

the corresponding clockwise distances between N8 and the query keys are 1, 4,

9, and 25, respectively. DF DS would drop the queries with keys 17 and 1 since

they have the farthest clockwise distances to travel.

• Drop Random (DR). In this DS, queries are dropped at random to meet the

quotas set by an IAS, irrespective of their age or clockwise distances to their

destinations.

4.3.3 Retransmission Policy

In this subsection, we consider what a node might do when it does not receive an

answer to its query. After issuing (admitting) a query, a node may not receive a

answer because the query was dropped along the path to its destination.

• No Retransmission (No-RTX). Using this policy, nodes do not retransmit queries

if they do not receive an answer. Of course, this might lead to unhappy users.

• Standard Retransmission (S-RTX). A node that uses S-RTX will retransmit

its query after a fixed timeout period if it does not receive a answer. The

retransmitted query will have the same key (destination) as the original query.
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4.4 Threat Model

In this section, we explicitly state the expected behaviors for good and malicious

nodes in our model.

As in Chapter 2, we assume that good nodes are altruistic in the sense that they

would like to maximize the total number of queries that are answered in the network.

That is, they would like to maximize the remote work. Good nodes, therefore, set

ρ = ρ̂.

Even though various mechanisms to prevent malicious nodes from joining a Chord

network might be deployed, it may still be possible for a limited number of nodes to

breach such defenses. For instance, even if nodes are required to have certified node

ids (as suggested in [26]), a malicious adversary could compromise the security of

existing hosts that have valid node ids.

There are many possible attacks that malicious nodes that have joined a Chord

network can carry out. In this chapter, we consider malicious nodes that blast useless

queries in an attempt to deny service to legitimate queries. Malicious nodes spend

all of their processing capacity admitting queries into the system, and spend none of

their capacity answering or forwarding queries on behalf of other nodes. We therefore

model malicious nodes as nodes that set g = 1, and a = f = 0.

The malicious nodes that we study in this chapter are interested in simply intro-

ducing extra work into the system, and they are not interested in attacking particular

victim nodes. The queries that they admit are for random keys, and are sent to des-

tinations that are distributed at random around the Chord ring. Finally, malicious

nodes choose node ids at random from the node id address space.

4.5 Traffic Limiting

To deal with malicious nodes that pose the threats outlined in the previous section,

we propose traffic limiting countermeasures in this section.

As malicious nodes in our threat model simply admit more queries than good

nodes, one approach to dealing with them is to limit the amount of traffic that nodes
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will accept from each other. However, even basic traffic limiting policies for Chord

are likely to be more complicated than, for instance, the Fractional policy that we

discussed in Chapter 2 for Gnutella because the expected traffic patterns in Chord

are more complicated. In Chord, nodes do not simply flood the network with their

queries, but send them towards their destinations in a highly directed fashion based

on their finger tables.

We will now describe two complementary traffic limiting mechanisms, an admis-

sion limit and a forwarding limit. Both mechanisms take advantage of observations

that we make regarding expected traffic patterns of queries in a Chord network con-

sisting of all good nodes. The admission limit applies to queries that have just been

admitted and have a hop count of one, while the forwarding limit applies to queries

that have been forwarded at least once and have a hop count greater than one.

4.5.1 Admission Limit

We start by describing the first of these two traffic limiting mechanisms, the admission

limit. When a good node admits a query, the query key can be expected to randomly

fall anywhere in the address space so long as a good hash function is used to map

search terms to query keys. One-half of the queries admitted by a good node are

expected to have keys that map to the half of the Chord ring that is farthest from

it. Namely, a good node with id i, Ni, is expected to have half of the queries that it

admits have keys in the range [i+2logN−1, i−1). If a key is in the range (pred(i), i−1],

the query will be handled locally, but most of the query keys in the farthest half of

the ring will be in the range [i+ 2logN−1, pred(i)]. Such queries will be routed to the

node pointed to by the logNth entry in its finger table. That is, such queries will be

routed to the node with the smallest id that is larger than i+ 2logN−1.

Let node Nh be the node that has the smallest id that is larger than i+ 2logN−1.

Note that since the node Ni is good, it generates a total of ρ̂C queries. Node Nh

can therefore expect that one-half of these ρ̂C queries should be routed to it. If node

Nh receives more than 1
2
ρ̂C queries from node Ni, on average, then node Ni may

be admitting too many queries and/or might be malicious. A node Nh that uses an
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admission limit and receives queries from Ni accepts no more than 1
2
ρ̂C queries from

Ni.

We could further generalize the admission limit rule to be parametrized based

upon the distance between the sending and receiving node. The farther the distance

between the sending and receiving node, the more queries the receiving node should

allow the sending node to admit. Consider a sending node Ni and a receiving node

Nh. Let i and h be the respective node ids of Ni and Nh. Also, let DC be the

circumference, or total distance around the Chord ring. 2 The relative distance

between the sending node Ni and Nh is |i−h|
DC

, and we can generalize our admission

limit as follows: the maximum number of queries that Nh should accept from Ni per

unit time is, on average, |i−h|
DC

ρ̂C.

4.5.2 Forwarding Limit

In addition to the admission limit, a good node can use a forwarding limit. In this

subsection, we derive such a forwarding limit.

Consider our node Nh (from Section 4.5.1) that sends queries to a node Nq where

Nq is the node with the smallest id that is larger than h+2logN−2. (Nq is one quarter

of the way around the ring from Nh.) All queries that Nh sends to Nq with a hop

count greater than one have already been admitted. Once these queries arrive at Nq,

they are to make progress towards the forth-quarter of the ring with respect to Ni, the

node that originally admitted the queries. (Queries that are to make progress towards

the third-quarter of the ring are forwarded to nodes in between Nh and Nq.) Node Nh

is responsible for forwarding approximately (1 − 2ρ̂)C queries, as per our derivation

of ρ̂. Hence, one-half of these queries are to be forwarded to the third-quarter of the

ring and one-half of these queries are to be forwarded to the forth-quarter of the ring.

Therefore, node Nq can expect to receive approximately 1
2
(1−2ρ̂)C from Nh. If node

Nq receives more than 1
2
(1 − 2ρ̂)C queries from node Nh, on average, then node Nh

may be forwarding too many queries and/or might be malicious. A node Nq that uses

a forwarding limit and receives queries from Nh, accepts no more than 1
2
(1 − 2ρ̂)C

2We also use DC in our definition of “fairness” in Section 4.6.2.
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queries from Nh.

In Section 4.7.9, we experiment with using the admission and forwarding traffic

limits we described here, and we find that imposing such limits is able to mitigate

the impact that malicious, blasting nodes are able to have on RW.

4.6 Metrics

4.6.1 Remote Work

Our notion of remote work in this chapter is similar to the remote work of the previous

chapter with the exception that one unit of remote work is considered done only when

a query is answered, not simply when it is forwarded.

When a query arrives at its destination and is answered, one unit of remote work

has been done. Remote work is a measure of throughput– the more queries that

arrive at their destinations and are answered in a given round, the more users will

be happy with the system since their queries are being answered. Hence, if we want

to maximize the happiness of our users, we want to maximize remote work. In the

remainder of this chapter, we will focus on studying steady-state remote work, the

remote work that takes place in one round once the system has achieved steady-state.

We will abbreviate steady-state remote work as RW.

4.6.2 Fairness

In Section 4.7, we will find that although some of the policies we propose in Section 4.3

increase RW, they may do so at the expense of being “fair” to queries that have to

travel varying distances through the network to arrive at their destinations. For

instance, the DF DS favors dropping queries that have to travel far distances. To

quantify how “unfair” the DF DS (or any given IAS or DS) might be to queries that

are required to travel varying distances, we introduce a fairness metric.

We say that the distance, D, that a query is required to travel is the clockwise

distance (as defined in Section 4.3) between its origin and its key. Let DD be the

average distance of queries that are dropped by any node, and DA be the average
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distance of queries that are answered by some node when a particular IAS and DS

combination is in use by all the nodes in the network. Finally, we let DC be the total

distance around the Chord ring. For instance, if the address space from which node

identifiers and keys are chosen from is [0, A), then DC = A.

We define F , the fairness during a given round, as follows:

F =
DA −DD

DC

If the average distance of queries that are dropped and the average distance of

queries that are answered are the same (DD = DA), then F = 0. On the other hand,

if there is a difference between these two averages, then F is non-zero. For instance,

F > 0 then queries that only have to travel relatively short distances are favored.

The key idea here is that if queries that are being answered and queries that are

being dropped are being treated fairly with respect to their distance, then F will be

close to 0. Otherwise, if there is a significant difference in the distances of queries are

that getting answered and those that are being dropped, then F will be considerably

higher or lower than 0.

Note that fairness is only well-defined if at least one query in the system has been

dropped and at least one query has been answered. In our simulations in Section 4.7.7,

we measure F once the network has achieved steady-state.

4.7 Results

4.7.1 Simulation Setup

In this section, we describe the results of various simulations that we ran to determine

which of the policies described in Section 4.3 perform best under a number of different

scenarios.

The goal of our evaluations is to build a fundamental understanding of the issues

and trade-offs involved in using the various policies we outlined in Section 4.3. Our

evaluations are not designed to predict the performance of an actual system, but to

gain an understanding of the trends and trade-offs involved in using the different
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Parameter Value
Number of Nodes (N) 256

Capacity (C) 1000
Reservation Ratio (ρ) ρ̂ = 0.16̄

IAS Null
DS Null
RTX No

Id Placement Non-Uniform

Table 4.5: Baseline Simulation Parameters

policies. While we do not expect our simulations to predict actual query loads (as

might be observed in a real network), we do expect them to tell us about relative

performance that can be achieved by using the different policies that we described in

Section 4.3.

In the evaluations described below, we simulated a Chord network using the base-

line parameters in Table 4.5. In our evaluations, we vary some of these parameters,

and we explicitly mention when we do so. In reporting results of simulations, if we do

not mention a particular parameter, its value is set as per the baseline value specified

in Table 4.5.

In our simulations, there are N = 256 nodes in the network at any instant, and

nodes do not join and leave the network as we are interested in studying the system’s

steady-state behavior. The same trends that we see in our small 256-node simulations

can be seen in larger Chord networks, and we clearly expect real Chord networks to

have much larger numbers of nodes.

For simplicity, we assigned all of the nodes in the network the same capacity,

C = 104. Hence, the maximum amount of total work, which includes local plus

remote work, that can take place in an N = 256-node network in one time-step is

CN = 104(256) = 2, 560, 000. To keep our work figures reasonable and meaningful,

however, we normalize all our results by dividing by C = 104 such that the maximum

total work is N = 256, but all simulations are carried out with a “precision” of

C = 104. Therefore, for instance, the maximum total work that can be achieved in

one time-step in a particular simulation is 256.
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4.7.2 Optimal Rho

In Section 4.2.1, we analytically computed ρ̂, the setting of ρ that maximizes RW. In

this subsection, we verify that our estimate of ρ̂ is accurate for our baseline parameters

by simulation.

Figure 4.1 measures RW as a function of ρ. Each point in Figure 4.1 is the result of

a simulation which was run with nodes using Null IAS and DR DS until steady-state.

(We will present simulations on how many rounds are needed to achieve steady-state

in Section 4.7.3.)

Figure 4.1 shows that our estimate of ρ̂ is accurate under the baseline simulation

parameters. First, note that if ρ = 0, then no queries are admitted– hence no queries

are answered, and RW is 0. On the other hand if ρ = 1
2
then nodes dedicate half of

their processing capacity to admitting queries, and half of their processing capacity

to answering queries. Unfortunately, at ρ = 1
2
, nodes do not dedicate any of their

processing capacity to forwarding queries, and because queries are not forwarded to

their destinations, RW is close to 0. (The 0.5 units of RW at ρ = 1
2
occurs due to

queries that are admitted whose first hop happens to be their destination.) As ρ

varies from 0 to 1
2
, RW increases until its maximum, and then decreases.

Note that RW is maximum at ρ = ρ̂ = 0.16̄. If ρ < ρ̂, not enough queries are

admitted to saturate the answering and forwarding processing capacity of nodes. On

the other hand, if ρ > ρ̂, then more queries are being admitted than can be answered

and/or forwarded.

When ρ = ρ̂, we can see that RW is just under 18. Since there are 256 nodes in

our simulation, and each of them dedicate ρ of their capacity to answering queries,

we might expect that the maximum possible RW that can be achieved is 256ρ =

256(0.16̄) = 42.7. Of course, in order to achieve a RW of 42.7, every query that

is admitted must arrive at its destination. Unfortunately, some of the queries are

dropped along the way to their destination, and some of the queries that arrive at

their destination nodes cannot be processed due to a lack of answering capacity at

the destination node. However, with a RW of 18, more than half of the queries that

are admitted are dropped!

To understand why less than one-half of admitted queries were answered, consider
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Figure 4.1: RW vs Rho

that when we derived the equation for ρ̂ in Section 4.2.1, we assumed uniformly

distributed node ids, equal load at each node, and each node to behave symmetrically.

However, in simulations used to generate Figure 4.1, nodes chose their ids at random,

and the ids are not uniformly distributed around the ring. The load variations caused

by non-uniform node id distribution are quite significant, and result in lost RW.
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Figure 4.2: RW vs Rho: Uniformly Distributed Node Ids

To confirm that the source of the lost RW was indeed non-uniformly distributed

ids, we ran a simulation in which node ids were chosen to be uniformly distributed
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around the ring, and the results of that simulation are shown in Figure 4.2. As we

can see from Figure 4.2, the RW achieved at ρ̂ is 42.7, exactly the RW we expect.

4.7.3 Steady-State Performance

A Chord network with N nodes achieves steady-state within k logN rounds, where

k = 2, for the IASes and DSes we consider in this chapter.

In this subsection, we study the number of rounds required to achieve steady-state

for our various IAS, DS, and retransmission policies.
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Figure 4.3: RW vs Time for Various IASes

Figure 4.3 measures RW over time for the various IASes. In a Chord network of

N nodes, messages take an average 1
2
logN hops to arrive at their destinations. As

such, it is reasonable to expect that if the system achieves steady-state, it should

achieve it in Θ(logN) rounds. In the case of Figure 4.3, steady-state is achieved in

less than 2 logN = 2 log 256 = 16 rounds.

While the RW measured for each IAS achieves steady-state in about 12 rounds,
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note that the “hump” at time t = 8 for AFP is significant. When forwardable queries

are dropped due to answerable queries being processed first at time t = 8, this causes

a temporary “vacuum” of queries that can be answered shortly thereafter.

Figure 4.4 shows that the various DSes we consider also achieve steady-state within

2 logN rounds. The DF and DY DSes experience a hump because they favor pro-

cessing the closest and oldest queries first, respectively. Once the closest and oldest

queries are answered at t = 8, there is a drop in RW because farther and younger

queries, respectively, were sacrificed in forwarding the closest and older queries to

their destinations.

All the remaining simulations in this chapter are run until steady-state.

4.7.4 IAS

AFP IAS maximizes RW.

Turning our attention back to Figure 4.3, we can see how RW varies with time
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for various IASes. The DS and other parameters were set to their baseline values.

Initially, at t = 0 no queries have been admitted, forwarded or answered. During

the first round of the simulation, nodes admit ρ̂C queries and forward them along

their first hops. Approximately, 1
2
logN = 4 rounds later, these queries arrive at their

destinations, and RW increases from 0 at t = 0 to varying double-digit numbers for

various IASes.

In the steady-state in Figure 4.3, we can see that AFP IAS maximizes RW. If a

query has arrived at its destination, processing capacity should be given to answering

it before admitting or forwarding other queries to maximize RW. If a query arrives

at its destination, and it is not processed, the forwarding capacity that was used at

other nodes along the path to the destination was needlessly wasted.

From Figure 4.3, we also see that the AFS, FFS, and Null IASes result in the

same of amount of RW. In a given round, if a node using AFS, FFS, or Null IAS

receives enough queries such that Aarrive > ρ̂C and Farrive > (1 − 2ρ)C, then the

node is overloaded and will answer A = ρC and forward F = (1 − 2ρ)C queries. In

the case that the node is underloaded (Aarrive ≤ ρC and Farrive ≤ (1 − 2ρ)C), the

node will answer A = Aarrive and forward F = Farrive queries. So, in the case that a

node is either underloaded or overloaded, it answers and forwards exactly the same

number of queries under the AFS, FFS, and Null IASes.

There are two additional cases to consider. In the case that Aarrive > ρC and

Farrive ≤ (1 − 2ρ)C, AFS, FFS, and Null IAS will all forward Farrive queries. While

Null IAS and FFS IAS will answer ρC queries, AFS IAS will answer ρC + ((1 −

2ρ)C − Farrive) queries since excess forwarding capacity will be used for answering

queries. However, when ρ = ρ̂ (as is the case in Figure 4.3), (1− 2ρ̂)C − Farrive is 0,

on average. Hence, in the average case, AFS IAS performs equivalently to FFS and

Null IAS when Aarrive > ρC and Farrive ≤ (1− 2ρ)C.

The final case is when Aarrive ≤ ρC and Farrive > (1− 2ρ)C. AFS, FFS, and Null

IAS will answer Aarrive queries. Null and AFS IAS will forward (1 − 2ρ)C queries

while FFS IAS will forward (1− 2ρ̂)C + (ρC −Aarrive). When ρ = ρ̂, ρC −Aarrive is

0, on average. Therefore, FFS performs similarly to AFS and Null IAS, on average.

FFP IAS results in much less RW than the other IASes because even when queries
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arrive at their destinations, they are then dropped in favor of forwardable queries.

While Figure 4.3 shows us how our IASes perform when ρ = ρ̂ for non-uniformly

distributed ids, Figure 4.5 shows us how they perform for other settings of ρ. The

key observation that we make from Figure 4.5 is that AFP is the best-performing IAS

irrespective of the rate at which nodes are admitting queries.

Figure 4.6 shows how various IAS policies fare at different ρ’s when nodes have

ids that are distributed uniformly. All of the IASes we consider perform equivalently

when ρ ≤ ρ̂. When ρ > ρ̂, an overabundance of queries are being admitted into the

system and the AFP, AFS, and FFS IAS maximize RW.
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Figure 4.5: RW vs Rho for Various IASes: Non-Uniformly Distributed Ids

4.7.5 DS

DF DS maximizes RW both when ids are and are not uniformly distributed. DY DS

approximates DF DS, but does not perform quite as well.

Figure 4.4 shows that the DF DS is the best of all the DSes we considered at
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Figure 4.6: RW vs Rho for Various IASes: Uniformly Distributed Ids

maximizing remote work. The DF DS drops those queries that have the farthest

clockwise distances to travel around the Chord ring. Those queries that have the

longest distances to travel have the least probability of making it to their destinations

due to competition for forwarding capacity at nodes between their current location

and their destinations. Each node that a query needs to traverse to arrive at its

destination is a potential location at which it might be dropped. By dropping those

queries that have the least probability of arriving at their destinations, DF DS saves

forwarding capacity that might be wasted on queries that might get dropped on the

way to their destinations. The DF DS uses this saved capacity to forward queries

whose destinations are the closest and thereby forwards queries that have the highest

probabilities of not being dropped on the way to their destinations. The DF DS has

the highest throughput, and results in the highest remote work of the DSes that we

considered.

The downside of DF DS is that those queries that have to travel the farthest

distances around the ring are not treated “fairly.” Queries that have to travel far
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IAS ρ̂ Max RW
Null 0.17 19.58
AFP 0.16 21.99
AFS 0.21 20.25
FFP 0.09 18.22
FFS 0.20 20.23

Table 4.6: Optimal Rhos and Max RWs for Various IASes: Non-Uniformly Dis-
tributed Ids

DS ρ̂ Max RW
Null 0.17 19.58
DY 0.22 22.48
DF 0.26 25.18

Table 4.7: Optimal Rhos and Max RWs for Various DSes: Non-Uniformly Distributed
Ids

distances are naturally at a disadvantage because they need to travel more hops than

queries that have to travel closer distances, and, in general, have a higher probability

of not making it to their destinations. DF DS further exacerbates this problem by

dropping such queries early in their life span. Queries that have to travel far distances,

and are are dropped due to DF DS can be retransmitted, but still face a relatively

high probability of being dropped upon retransmission. We study the fairness of the

various policies that we consider in Section 4.7.7.

We note that DY DS achieves almost as much RW as DF DS in Figure 4.4. DY

drops the youngest queries– those that have traveled the fewest hops towards their

destinations, and favors the oldest queries that have taken the most hops towards

their destinations. To an extent, the DY DS approximates the DF DS, and uses the

hop count as an indication of how far a query has traveled. If a query is “old” and

has a large hop count, it is probably very close to its destination, and will not be

dropped as compared to a “young” query with a small hop count that is probably

very far from its destination.

Figures 4.7 and 4.8 measure RW for different settings of ρ for the various DSes
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Figure 4.7: RW vs Rho for Various DSes: Uniformly Distributed Ids

in networks that do and not have uniformly distributed node ids, respectively. We

find that the choice of DS is irrelevant when node ids are uniformly distributed and

ρ ≤ ρ̂. We also find that DF DS results in more RW than DY DS regardless of the

spacing of ids when ρ > ρ̂. Finally, Table 4.7 shows the maximum RW attainable

and ρ̂ values for the DSes in a non-uniformly distributed network. We observe that

DF DS is able to provide a relatively high maximum RW of 25.18 when ρ = 0.26, a

setting of ρ that most other policies would not be able to perform well under.

4.7.6 Retransmissions

Retransmissions result in lower RW due to queries that must travel long distances.

Figure 4.9 graphs RW over time when retransmissions are and are not used. Re-

transmissions are critical in any real system, and we can see that in the steady-state,

retransmissions result in a loss of RW. Retransmissions result in lower performance

in the steady-state than No-RTX because queries that have to travel long paths get



4.7. RESULTS 149

0

5

10

15

20

25

30

0 0.1 0.2 0.3 0.4 0.5

R
W

Rho

Null
DY
DF

Figure 4.8: RW vs Rho for Various DSes

dropped over and over again. These queries eventually get answered, but remote work

is lost because the queries that have to travel long path deny service to queries that

would have to travel shorter paths.

Retransmitted queries steal forwarding capacity from queries that are transmit-

ted for the first-time. After a query is admitted, it uses up forwarding capacity as

it progresses from one node to another. If the query is dropped and retransmitted,

additional forwarding capacity is used to move the query from its origin to its desti-

nation. In the steady-state shown in Figure 4.9, approximately 1
6
th of the total RW is

lost compared to when retransmissions are not used. Of course, the users that issued

the retransmissions are happy that they receive search results, at the expense of a

longer latency.

In addition to resulting in decreased RW, retransmissions have a slight affect on

the relative performance of our IAS policies. Figure 4.10 plots RW over time for the

different IAS policies when ρ = ρ̂ in a network with non-uniformly distributed ids,

with retransmissions enabled. We can see that AFP achieves the highest performance,
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Figure 4.9: Impact of Retransmissions on RW

as before. While the AFS, FFS, and Null IASes performed about equivalently with-

out retransmissions, AFS is the best performing, and FFS comes in next, followed by

Null IAS when retransmissions are enabled. AFS performs better than FFS because

it allocates excess capacity to answering queries, which results in saving unnecessary

retransmissions. FFS performs better than Null because Null wastes unallocated

capacity that could be used to forward queries closer to their destinations, and po-

tentially avoid unnecessary retransmissions. Finally, we can see that FFP performs

the worst and also oscillates instead of converging to a steady-state. FFP oscillates

because when many answerable queries arrive at a node and they are all dropped,

many retransmissions occur, causing the queries to be re-admitted, forwarded to their

destinations, and dropped again. The cycle continues resulting in oscillation.

4.7.7 Fairness

DF DS provides higher RW than DR DS at the expense of decreased fairness.
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Figure 4.10: RW vs Time for Various IASes with Retransmissions

Figure 4.12 plots fairness with DR and DF DS under Null IAS.

We observe in Figure 4.12 that both DR and DF DS result are equally fair when

ρ is in the range [0, ρ̂]. In that range, few queries are dropped since there is enough

answering and forwarding capacity to process most queries. Once ρ > ρ̂, fairness

suffers.

When DF DS is used, there is a drop in fairness, compared to DR DS, when ρ is

greater than ρ̂. DF DS heavily penalizes queries that have to travel long distances,

and hence most queries that get answered are those that only have to travel short

distances to arrive at their destinations.

4.7.8 Relative Costs

The trends that we report in earlier sections continue to hold even as the cost of

answering queries increases compared to the cost of forwarding queries.
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Figure 4.11: RW vs Time for Various DSes with Retransmissions

Until this point, we have run our simulations based on the assumption that for-

warding queries and answering queries take the same amount of processing capacity.

In a real implementation of Chord, however, it is likely that answering a query will

require more processing resources than forwarding a query will require. Forwarding

a query only requires a quick search through a routing table of logN entries. On the

other hand, nodes might have large collections of files, and answering a query might

require searching through large main memory or on-disk data structures.

In this subsection, we consider how the results of our evaluations in previous sec-

tions might differ if answering queries requires β times more processing capacity than

forwarding queries. For the purposes of this subsection, we observe that admitting a

query entails forwarding it along its first hop, and has approximately the same cost as

forwarding a query. We can re-derive the ρ̂ setting that nodes should use to maximize

RW if answering queries is β times more expensive than forwarding (or admitting)

queries. The derivation is similar to that of Section 4.2.1, except that we substitute

βρ for ρ for the cost of answering queries. The capacity constraint is:
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Figure 4.12: Fairness vs Rho for Various IAS/DS Combinations

ρ+ βρ+
1

2
ρ logN = 1.

The solution for ρ̂ is:

ρ̂(β) =
1

1 + β + 1
2
logN

.

Note that for β = 1, the case in which forwarding and answering requires the same

processing capacity, this equation reduces to the equation we derived in Section 4.2.1.

Now that ρ̂ can be determined as a function of β, we can run simulations comparing

how our policies perform under ρ̂ for different values of β. Figure 4.13 plots how RW

varies with β for various IASes in a network that has non-uniformly distributed node

ids. Even as answering queries becomes more expensive relative to forwarding queries

and β increases, we can see that the basic trends that we saw in Section 4.7.4 continue

to hold: when ρ = ρ̂, AFP IAS performs the best out of all the IASes, followed by AFS,
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Null, FFS, and FFP IAS. The same trends continue to hold when ids are uniformly

distributed as can be seen in Figure 4.14, although the difference between AFP and

AFS IAS, and between a number of other IASes becomes marginal.

4.7.9 Malicious Nodes

IASes and DSes that improve performance also help deal with malicious nodes in

Chord.

Figures 4.15 and 4.16 measure how RW varies for increasing numbers of malicious

nodes for different IASes and DSes in a network with a total of 256 nodes. The figures

show that the AFP IAS and the DY and DF DSes result in slightly more RW than

our baseline policies when there are malicious nodes in the graph.

Note that this is in contrast to our results for flooding-based networks. In Gnutella,

we saw that Null IAS with PreferHighTTL DS (our baseline policies) maximized

RW when no malicious nodes were present but resulted in an abysmal effect when
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malicious nodes were present in the network. The IASes that we used to contain

attacks in Gnutella, on the other hand, performed well when malicious nodes were

present, but resulted in less RW than the baseline policies when no malicious nodes

were present. In Chord, the baseline policies’ RW performance drops off sub-linearly

with the number of malicious nodes, and the AFP IAS and non-random DS policies

provide an incremental improvement in RW both when malicious nodes are and are

not present. Hence, it makes sense to use them whether or not malicious nodes are

present.

Traffic limits can increase RW significantly in the presence of malicious nodes,

and can be used to virtually eliminate “flood” loss due to malicious nodes.

In Section 4.5, we developed traffic limits based on the expected query load in a

Chord network to mitigate the effects of malicious nodes blasting queries. We evaluate

the effectiveness of the traffic limiting techniques in this subsection.

Figure 4.17 was generated by running simulations in which we measured RW as

the number of malicious nodes increased in a network with uniformly-balanced ids.
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There are three curves plotted in the figure. The “No Limits” curve shows the RW in

a system where nodes do not impose the admission or forwarding traffic limits. The

“With Limits” curve plots RW when nodes use both the admission and forwarding

traffic limits. Finally, the “Ideal” curve plots the RW that would result if good nodes

could use an oracle to help them decide whether or not to process a query. That is,

upon receiving a query, a good node can submit the query to an oracle, and decide

to process it only if the oracle reveals that the query was admitted by another good

node.

From the figure, we can see that imposing traffic limits can result in a 25 percent

or more increase in RW. For instance, if there are 32 malicious nodes in the network,

the RW is only 15 when no limits are used, whereas imposing limits results in a RW

of 19.4, an increase of 29.3 percent. From Figure 4.17 we can also see that imposing

traffic limits results in a RW that is very close to the “Ideal” RW that could be

achieved if good nodes used an oracle. The distance between the “With Limits” and

the “Ideal” curve is greatest at 12 to 16 malicious nodes, and even then so, imposing
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traffic limits results in 97 percent of the RW achievable of the ideal. Hence, traffic

limits are effective at screening out excessive queries sent by malicious nodes.

However, the mere presence of the malicious nodes in the network has an impact

on RW even if most of their excessive queries can be filtered out. The loss in RW

due to the malicious nodes has two major causes: 1) queries that happen to be

forwarded to malicious nodes as they attempt to traverse the path from their source

to their destination are dropped at the malicious nodes, and 2) legitimate queries that

arrive at good nodes may be dropped in favor of processing useless queries that were

admitted by malicious nodes. The loss in RW that occurs as a result of these causes

is similar to structural and flood damage defined in Chapter 2. We will analogously

refer to causes (1) and (2) as structural loss and flood loss, respectively.

In the simulation that was used to generate Figure 4.17, most of the loss in RW

is structural loss. When there are no malicious nodes in a network with uniformly-

balanced ids, the RW that can be achieved is 42.7. However, even in the ideal case

that good nodes can use an oracle to completely eliminate flood loss, a significant
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amount of RW is lost simply due to the presence of malicious nodes that drop all

queries that are forwarded to them. For instance, if even just under 10 percent of the

nodes in the network are malicious (24 malicious nodes), the maximum RW that can

be achieved with an oracle is 24.2. Over 45 percent of the RW lost is structural. While

imposing traffic limits can recover approximately 4.7 units of RW due to flood loss,

18.5 units of RW of structural loss can be recovered by eliminating malicious nodes

from the network. In this particular case, flood loss only accounts for 20 percent of

the total loss; the remaining 80 percent of the loss is structural. Hence, further work

must be done to detect malicious nodes and eliminate them. Nevertheless, the traffic

limits that we propose are a significant first step that contains the effects of malicious

nodes while the good nodes are in the process of detecting and eliminating malicious

nodes.
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4.8 Chapter Summary

In this chapter, we extended the model and metrics that we used in previous chapters

to study performance and denial-of-service issues in DHTs, and we specifically focused

on the Chord DHT. We developed a number of IASes and DSes for Chord, and

evaluated them using our model and metrics. We modeled malicious nodes that blast

queries into the network with the intent of denying service to legitimate queries, and

developed traffic limits to mitigate such a blasting attack.

Specifically, we found that:

• AFP IAS maximizes RW.

• DF DS maximizes RW both when ids are and are not uniformly distributed.

DY DS approximates DF DS, but does not perform quite as well.

• Retransmissions result in lower RW due to queries that must travel long dis-

tances.

• The trends that we report in earlier sections continue to hold even as the cost

of answering queries increases compared to the cost of forwarding queries.

• IASes and DSes that improve performance also help deal with malicious nodes

in Chord.

• Traffic limits can increase RW significantly in the presence of malicious nodes,

and can be used to virtually eliminate “flood” damage due to malicious nodes.

In the past three chapters, we have studied application-layer denial-of-service and

performance issues in the unstructured Gnutella network and the structured Chord

P2P network. In the next chapter, we will complete our investigation of application-

layer denial-of-service in P2P networks by studying similar issues in a non-forwarding

P2P network called GUESS.



Chapter 5

Pong-Cache Poisoning in GUESS

In the previous chapter, we studied application-layer DoS attacks in DHTs. In both

DHTs and unstructured P2P systems (as studied in Chapter 2 and 3), nodes main-

tained persistent connections with other nodes, and routed queries over them. In

this chapter, we study application-layer DoS attacks in non-forwarding P2P systems

in which nodes do not maintain persistent connections to other nodes. In particu-

lar, attackers can manipulate the resource discovery mechanisms in non-forwarding

protocols in order to conduct DoS attacks.

In this chapter, we propose policies that make the discovery of resources (or

nodes) resilient to coordinated attacks by malicious nodes. For concreteness, we

focus on a novel P2P protocol called GUESS (Gnutella UDP Extension for Scal-

able Searches) [44] that is under consideration by the Gnutella Development Forum

(GDF) [73], a grouping of independent Gnutella software vendors, for use in the

Gnutella P2P network. The Gnutella file-sharing network is one of the most widely

used P2P networks with over 100,000 concurrent users on the network at any one time

offering 5 to 10 terabytes of files. In addition, over 10 distinct vendors have deployed

Gnutella application software and over 35 million copies of these applications have

been downloaded by users. We also note that other extremely popular P2P protocols

such as FastTrack and eDonkey already use protocols similar to GUESS for resource

discovery, and hence could also benefit from the techniques we develop in this paper.

As opposed to traditional Gnutella networks in which flooding is used to propagate

160
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queries through a software overlay topology, nodes in a GUESS network explicitly

query other nodes one at a time. The protocol design was partially motivated by

results on random walks in unstructured P2P networks [115]. In GUESS, each node

keeps a cache of other nodes that are available to accept queries, and sends its queries

to one of the nodes in its cache at random. Nodes are required to manage the cache by

deleting nodes that are no longer available, and adding new nodes that are available.

Nodes exchange information about which nodes are available by exchanging “ping”

and “pong” messages, and, as a result, the caches that nodes use to store node ids of

other nodes are called “pong caches.”

Initial evaluations [15] suggest that GUESS can be a significantly more efficient

search mechanism, compared to basic Gnutella, essentially because flooding is re-

placed by directed querying that can be throttled by the originating node. Further-

more, queries are not routed through untrusted third parties, so GUESS nodes are

less susceptible to attacks by such intermediaries.

However, GUESS does have a new potential security weakness: the pong caches.

For reasons that we describe in Section 5.2, malicious nodes will be interested in

having their node ids appear in the pong caches of good nodes as a pre-cursor to

many forms of attack. When ids of malicious nodes appear in the pong cache of a

good node, we say that the good node’s pong cache has been poisoned. And once a

cache is poisoned, it becomes very hard for a good node to find other good nodes that

may provide useful results. In this chapter we focus on this pong-cache poisoning

problem, and suggest techniques for making nodes more resilient to this attack.

The techniques that we propose are complementary to existing security mech-

anisms, and help us implement defense-in-depth within the context of a GUESS

network. In particular, as discussed in the FLI model of Chapter 1, a number of

categories of defenses are required:

• Prevention. These defenses make it hard for malicious nodes to participate in

the system. For instance, we can require that nodes obtain certified node ids, as

proposed in [26], to limit the absolute number of malicious nodes, and/or require

nodes to solve crypto-puzzles to obtain node ids with the intent of slowing down

the rate at which malicious nodes can join.



162 CHAPTER 5. PONG-CACHE POISONING IN GUESS

• Detection. These defenses identify malicious nodes that have joined and attempt

to remove them from the network and/or revoke their privileges. For instance,

one can use a collaborative trust system to identify nodes that are providing

bad results or misbehaving in other ways.

• Containment. Finally, these defenses attempt to minimize damage from nodes

that have entered the system and have not yet been detected. Our techniques

to deal with pong-cache poisoning are in this category.

We believe that for best results all three types of defenses must be employed in

GUESS, or in any large scale distributed system. Since prevention and detection can-

not be expected to work perfectly in practice, it is safer to design the GUESS cache

management policies under the assumption that a few malicious nodes have gotten

through and may poison caches. Indeed, as we will see in Section 5.4, even just a few

malicious nodes can poison a large fraction of all the caches in the network, if good

cache management policies are not used. Thus, it is critical to have strong contain-

ment policies in place. Of course, our policies will only reduce pong-cache poisoning

instead of eliminating it altogether. As such, the policies we propose and evaluate

provide practical security; they do not necessarily provide “provable” security.

Note that we are conducting this work early in the evolution of GUESS instead

of waiting after its initial deployment, such that the protocol will not have to be

retrofitted with security features only after the fact. Some of the decisions that nodes

need to make are currently unspecified in the existing protocol specification, and we

fill in these gaps with recommendations on how nodes should make these decisions to

deal with attacks.

Also note that while we focus on the ping-pong resource discovery protocol used

in GUESS, the need to maintain caches of available peers also arises in other contexts,

such as wireless ad-hoc networks, grid computing, and autonomic computing. Thus,

we believe that our work can be generalized in a straightforward fashion to be applied

in these other areas.

Our specific contributions in this chapter are:

• We define a model that captures how ping and pong messages affect pong cache
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behavior, and we describe the key decisions that nodes must make as they

interact with other nodes (Section 5.1).

• We define expected behaviors for good and malicious nodes, and we outline the

key research goals that need to be addressed to deal with pong-cache poisoning

in GUESS (Section 5.2).

• We propose new mechanisms and improvements to existing mechanisms in the

protocol to mitigate attacks by malicious nodes. These mechanisms control

how nodes should initialize, insert, delete, and replace entries in their caches

(Section 5.3).

• We evaluate the impact that malicious nodes have by poisoning pong caches of

good nodes, and how the various policies that we propose mitigate poisoning

(Section 5.4).

5.1 Basic Model

Our model considers a set of n nodes in a peer-to-peer network. Initially, the set

of nodes participating in the network is N = {N1, N2, ..., Nn}. Some subset of the

nodes in N are good, while others are malicious. Good nodes, in general, follow the

protocols we describe, while malicious nodes may or may not. We assume that G

denotes the set of good nodes, and that M denotes the set of malicious nodes. Of

course, at any instant G ∪M = N and G ∩M = ∅.

Not all of the nodes in the system are expected to be available at the same time.

Indeed, we expect some percentage of the nodes to be unavailable most of the time,

although we expect the specific set of nodes that are unavailable at any given time to

vary. Some typical reasons for unavailability could be node failure, overload due to

a denial-of-service attack, or (if the node is a mobile device) it may be simply out of

range of some of the other nodes in the network. We say that a node that becomes

unavailable has “died.” This “death” may not be permanent, but from the standpoint

of resource discovery, the node will need to be re-discovered by other nodes once it

becomes available again.
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At some instant in time, a set of nodes ∆ ∈ G may die. At the same time that

the set of nodes in ∆ die, a set of nodes, B, can be born. The new set of nodes in

the system is N ′ = (N −∆) ∪B.

A node Ni may rely on another node Nj from time-to-time to service its queries

or provide some other network service. However, node Nj may die without explicitly

informing Ni of its death. We assume that node Ni keeps a list of nodes that it

typically relies on. In a GUESS network, this list is called a pong cache. Each node

Ni has a fixed-size pong cache, P (Ni), associated with it where P (Ni) is a set of node

ids. The set P (Ni) may change over time.

A node Ni may decide to ping another node Nj to determine if it is still available.

A ping is simply a “no-operation” query to which a node is expected to respond if

it is available. Since message passing incurs network and computational overhead in

real systems, a ping may contain a request to process a query instead of just being a

“no-op.” When node Nj receives the ping, it may respond to Ni with a pong that

tells Ni that Nj is “live.”

In our model, a node Ni may choose to ping any node Nj ∈ P (Ni) in its pong

cache. Node Ni chooses which Nj according to a ping probe policy. If node Nj

temporarily or permanently dies, Ni may not receive a response to its ping after some

timeout period, and Ni may decide to remove Nj from its cache. Node Ni could also

decide to keep the cache entry around in the hope that Nj may become available

again at some time later.

As part of the pong that Ni receives from Nj, Ni receives a set of node ids S =

{Nk1, Nk2, ...Nk|S|} where Nki ∈ N, 1 ≤ i ≤ |S|. The nodes in set S are chosen by Nj

from its pong cache (S ⊆ P (Nj)) using a pong choice policy.

Upon receiving S, Ni may replace any subset of P (Ni) with any subset of S to

create P ′(Ni), node Ni’s updated pong cache. Let X be any subset of P (Ni), and

Y be any subset of S. Then, P ′(Ni) ← (P (Ni) − X) ∪ Y . For example, since the

empty set is a subset of P (Ni), and Y could be exactly equal to S, Ni could simply

add all of the entries received from Nj to its pong cache. Of course, pong caches in

real systems typically have a fixed-size, and require different choices for X and Y .

We will refer to the exact method that node Ni uses to determine the sets X and Y
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as the cache replacement policy.

When a node Nk is newly born, its pong cache, P (Nk), needs to be initialized.

We say that Nk’s pong cache needs to be “seeded” when the node is born, and we

explore various seeding policies in Section 5.3.1.

It is important not only for new nodes to have their caches seeded with existing

node ids when they are born, but we believe that it is equally as important for existing

nodes to find out about new nodes that have joined the network. As we will see in

Section 5.4, after some amount of time a majority of the entries in a node’s pong

cache can become invalid due to the deaths of the corresponding nodes. To eliminate

this problem, we propose adding an introduction protocol (IP) to GUESS in which

a new node Nk may want to make itself available to existing nodes by having its id

added to their pong caches. In Section 5.3.2, we describe an IP that can be used to

accomplish this.

Figure 5.1 shows an example of how resource discovery takes place in a GUESS

network. The large, rounded squares represent nodes N1 and N2, and the box within

each circle represents that node’s pong cache. The top part of the figure shows the

state of the nodes before any interaction between them takes place. For instance,

initially node N1 has the node ids of nodes N2 and N3 in its pong cache. The figure

shows what happens when node N1 pings N2. In particular, N1 chooses N2 from its

pong cache, and sends N2 a ping message. N1 could have alternatively chosen to ping

N3 since N3 is also in its pong cache. In response to the ping, N2 chooses a set, say

S = {N4}, from its pong cache. N2 could have also potentially chosen any of the

other three possible subsets of P (N2) as its response to the ping. In the example in

Figure 5.1, N1 choses to update its pong cache by replacing the N3 entry (X = {N3})

with N4 (Y = {N4}). The bottom part of the figure shows the resulting state: Node

N1 computes P ′(N1) = (P (N1)−X) ∪ Y = {N2, N4} as its updated pong cache.

We may view the model above in one of two (equivalent) ways. In one view,

such a network has no overlay topology, and queries are sent to nodes whose ids are

chosen from pong caches in an ad-hoc fashion. This view of the system is similar

to that which we would find in an ad-hoc wireless network. Certain nodes may join

and leave the system based on the mobility of nodes in the wireless network. When
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Figure 5.1: An example of a ping and pong between two good nodes in a GUESS
network.
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a node comes within range of other nodes, we model this as a “birth,” and when a

node leaves the range of other nodes, we model this as a “death.” In this type of an

application, cache size and communication costs may be limiting factors due to the

constraints of mobile devices.

Another way of thinking about a GUESS network is that it does have an overlay

topology which evolves quite dynamically. For instance, one could consider the node

ids in a given node’s pong cache to be the nodes to which it is “connected.” If node

N1 has N2 in its pong cache (N2 ∈ P (N1)), we might say that node N1 is connected

to node N2. When N1, say, replaces N2 with N3 in its pong cache, we consider this

equivalent to N1 breaking a connection with N2 and establishing a connection with

N3. In this view, the set of neighbors that a node has is larger and more dynamic

than in traditional Gnutella, with the exception that we do not flood, and queries

are only processed by direct neighbors. If nodes in such a system are desktop PCs

or high-end servers on a LAN, they may be less transient than nodes in the wireless

scenario above, and connections between them may be longer-lived. In addition, such

nodes may be able to have relatively large cache sizes and numbers of connections,

and can run more complicated algorithms to decide when to add or remove cache

entries and make or break connections.

5.2 Threat Model

While there might exist various prevention and detection mechanisms in a GUESS

system, some number of malicious nodes may still be able to join. For instance,

we might require that nodes obtain certified node ids as propsed in [26]. However,

Sybil attacks might still be possible. A Sybil attack [59] is one in which a malicious

adversary generates or obtains many node ids (identities). A malicious adversary

could do so by paying for node ids, or compromising the security of existing hosts

that have valid node ids. In our threat model, there is some non-negligible cost (i.e.

time and/or money) for obtaining a node id, and malicious nodes can acquire some

limited number of node ids.

While there are many possible attacks that can be conducted by malicious nodes
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that have taken control of node ids, we focus on one key class of attacks in this paper.

In particular, we will be most concerned with malicious nodes that may collude to

conduct “pong-cache poisoning” attacks in which they attempt to propagate malicious

node ids in as many pong caches as possible. We believe that the poisoning of pong

caches will be the first step in many forms of distributed attacks in a GUESS system.

In a pong-cache poisoning attack, malicious nodes respond to pings with node ids

of other malicious nodes. In addition, all malicious nodes in the system have the abil-

ity to collude as a single large conspiracy. Doing so gives them a maximal advantage

in poisoning pong-caches with as many distinct malicious node ids as possible.

Each malicious node is aware of the node ids of all other malicious nodes in the

system. When a malicious node receives a ping, it responds with a pong that contains

malicious node ids chosen from the entire set of all possible malicious node ids.

Finally, in our model, we assume that malicious nodes send the same number

of ping messages that good nodes do. If an IP is used by good nodes, malicious

nodes have an incentive to issue pings as doing so can result in malicious node ids

being introduced into the pong-caches of good nodes. We can account for attackers

that send more pings than good nodes as multiple malicious nodes. For instance,

if “average” good nodes issue C pings per second, and an attacker issues 2C pings

per second, we can model the attacker as two malicious nodes. We also note that

attackers that send out too many pings make it easier for them to be identified and

ignored. Hence, malicious nodes have an incentive to issue a number of pings that is

comparable to the number issued by good nodes.

Once good nodes rely on the services of malicious nodes, the malicious nodes will

have many options available to them as to what type of damage they would like

to incur. For instance, the malicious nodes could conduct a distributed denial-of-

service attack in which they all decide to “die” at the same time, thereby creating a

situation in which good nodes have a large number of “dead” cache entries and are

unable to service queries from their clients due to the resulting network fragmentation

and/or partition. Alternatively, the malicious nodes could continue to offer service

to the good nodes, but all respond with inauthentic copies of documents. We do

not consider these post-poisoning attacks here. We only cite them to motivate why
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containment of poisoning is so critical and why techniques that specifically address

containment should be deployed as an important line of defense in a GUESS system.

Our first goal is to maximize the number of live node ids in pong caches in the

steady-state. We say that a GUESS system has achieved “p percent liveness” when

over p percent of the node ids in all of the pong caches of good nodes in the system

are not dead.

Our second goal is to mitigate pong-cache poisoning, for the reasons described

above. We have two sub-goals: 1) limit (upper bound) the number of cache entries

containing malicious node ids in the steady-state, and 2) reduce the rate at which

poisoning occurs.

Note that we are interested in the steady-state behavior of the protocol because

if poisoning cannot be controlled in the steady-state in our idealized model of the

protocol, there may be little hope of controlling poisoning in an oscillating, real-world

system that implements the protocol. However, if we can find policies that work well

in the steady-state in our idealized model, such policies may be good candidates for

experimentation with in real-world systems.

5.3 Protocol Policies

In this section, we describe in more detail the various protocol policies required in

GUESS. Table 5.1 summarizes the policies and the options that we explore in this

paper.

5.3.1 Seeding Policy (SP)

When a new node wants to join the network (e.g. when it is born), it must initialize,

or seed its pong cache.

We study three seeding policies (SPs), out of many possible such seeding policies,

in this paper.

The first SP we study is a random-friend (RF) policy. In this SP, we assume

that each newly born node Nb knows of the existence of one other live, “friend” node
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Nj (Nj ∈ N − ∆). Each newly born node may know of the existence of a different

friend node. The newly born node copies the pong cache of this live, friend node:

P (Nb) = P (Nj). The node Nj could, of course, be malicious. We choose to study

this policy in this study due to its ease of implementation in real systems.

The second SP we study is a popular-node (PN) policy, which is similar to the

RF policy, except that all nodes have the same “friend.” That is, each newly born

node knows of the existence of the same node N1. We assume that N1 is not a

malicious node, else all of the newly born nodes would have all of their entries poisoned

immediately. However, some of N1’s entries may become poisoned as it issues pings

and processes pongs itself. Finally, we assume that N1 never dies.

The third SP we study is a trusted directory (TD) policy. In particular, we assume

the existence of a node that serves as a trusted directory for Nb. Each newly born

node Nb may have access to a different trusted directory, although we imagine that

there will be a small, finite number of trusted directories.

The directory is trusted with the task of returning k live (but some or all of which

may be malicious) node ids. The parameter k may be equal to the cache size of the

newly born node. The directory is trusted to not return dead node ids. When nodes

are born, they “register” with the trusted directory, letting the directory know that

they are available to service queries. Nodes are not required to inform the trusted

directory when they leave the network. Instead, before a trusted directory returns

a node id to a newly born node, the trusted directory pings the nodes whose ids it

intends to return, and only returns ids of nodes that are live.

In a practical system, a trusted directory continuously pings nodes on a periodic

basis, and returns node ids that have been successfully pinged recently instead of

pinging nodes each time before their ids are returned to newly born nodes.

In an alternative approach, a trusted directory could provide a newly born node

with a random assortment of node ids, and transfer the responsibility of testing the

node ids returned to the newly born node. However, we assume that newly born node

ids have small memories compared to trusted directories, and we would not want to

fill the memories of newly born nodes with potentially dead ids. We assume that

trusted directories have significantly more memory and CPU resources than regular
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nodes, and provide the service of returning node ids live with very high probability

to newly born nodes. (It is possible that a node whose id is returned by a trusted

directory could die in between the time that the trusted directory transmits a pong

and the time that it is received. However, we assume that pong message transmission

time is relatively low compared to the rate at which nodes die, so we are not overly

concerned with this case.)

While we are not convinced of the viability of such a trusted directory in a peer-

to-peer network, we include these relatively powerful nodes as one potential seeding

option in our study as a point of comparison.

5.3.2 Introduction Protocol (IP)

Nodes that are newly born do not have their node ids appear in the pong caches of

any of the existing nodes. While newly born nodes can query existing nodes because

they are seeded appropriately upon birth, GUESS also needs a mechanism by which

existing nodes can be given the opportunity to query newly born nodes. In this

section, we propose a mechanism by which GUESS may “introduce” the node ids of

newly born nodes into the pong caches of existing nodes. An introduction protocol

(IP) is not part of the original GUESS protocol, but we show that an IP is essential

to achieve a steady-state in which most cache entries are live.

The GUESS specification envisions deploying GUESS in a hybrid fashion together

with the traditional Gnutella flooding protocol. In such a scenario, existing nodes

can resort to broadcasting ping messages to allow them to discover newly born nodes.

However, doing so requires that the traditional protocol (and all of the performance

and security problems associated with it) be carried forward as the network evolves to

incorporate GUESS. Hence, we feel it is important to study how to use introductions

such that node discovery could take place without any reliance on the traditional

protocol.

A natural opportunity at which to introduce a newly born node to an existing

node is when a newly born node Ni pings an existing node Nj. After responding to

the ping, the node Nj enters Ni into its cache with some probability p, 0 ≤ p ≤ 1. Nj
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uses its cache replacement policy (see Section 5.3.4) to decide which existing entry in

its cache to replace. Note that p = 0 is equivalent to using no introduction policy at

all. If p = 1, an introduction always occurs. By choosing a value of p between 0 and

1, we can vary how “aggressive” we would like to be with introducing new node ids

into the system.

If an IP is not used, malicious nodes have no incentive to issue pings since it will

not help them propagate their node ids into the caches of good nodes. If an IP is

used, however, then malicious nodes do have an incentive to issue pings, as it can

help them propagate their node ids into the caches of nodes pinged.

5.3.3 Ping Probe and Pong Choice Policies (PPP and PCP)

A node Ni must decide which node Nj to ping. The algorithm that a node uses to

decide which node Nj to ping is its ping probe policy (PPP).

All of the entries in Ni’s pong cache are “marked” as either live or dead. If Ni has

never pinged a particular entry Nj, it marks the entry live. If Ni pings a particular

entry Nj and does not receive a pong within some timeout period, it marks the entry

dead.

There are many possible policies that may be used to choose a server to ping. For

instance, a client may choose to ping a server at random, or it may choose the server

that produced the most search results to its last query.

When Ni chooses a node id Nj from its pong cache to ping, it might be the case

that node id Nj has died in between the current time and the last time that Nj was

pinged. Such a choice for Nj is allowed since Nj is not marked dead yet. Once Ni

discovers that Nj has died, Nj is marked dead, and will not be chosen a second time.

All nodes respond with up to |S| node ids that are not marked dead when they

receive a ping. The policy that nodes use to determine exactly which |S| node ids to

respond with is called the pong choice policy (PCP).

There are many alternatives for a pong choice policy that one may choose from

including choosing node ids randomly, choosing the most recently pinged node ids,

or choosing the node ids that have returned the most number of results. In this
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paper, we experiment with LRU, MRU, Youngest, Oldest, and Random PCPs. (We

also experiment with the same policies as cache replacement policies, and we describe

how they work in the next section.)

Note that different choices for PPPs and PCPs may have an affect on search

performance, and various options for PPPs and PCPs are studied in [15].

While we study the PCP policies above, in real GUESS systems, it might be useful

to consider other policies as well. For instance, in a real system, pings and pongs may

“piggyback” on top of query and response messages. If Nj does not have any search

results in response to a query from Ni, Nj may include node ids that might have

the requested results in a pong message. Node Nj might choose which node ids to

include in the pong message based, for example, on which nodes have responded with

the most results to Nj’s own queries. Node Nj might select such node id based on

a routing index as proposed in [36]. However, the types of routing indicies we may

want to use in GUESS networks will differ from those used in traditional Gnutella

networks. In particular, since nodes do not have queries and responses routed through

them, GUESS routing indicies may amount to being a local cache of results received

by node Nj.

5.3.4 Cache Replacement Policy (CRP)

Once Ni receives up to |S| node ids from Nj, it chooses to replace r ≤ |S| entries in

P (Ni) to form P ′(Ni). In other words, Ni chooses Y ⊆ S and |X| = r. Node Ni

first replaces any node ids in its pong cache that are marked dead. Node Ni first

replaces dead cache entries with those from the set Y . Ni then chooses the contents

of the set X using a CRP. We consider six CRPs in this paper:

Random. Nj randomly chooses up to |S| entries from its pong cache P (Nj). Node

Nj excludes any entries that are marked dead from its choice.

Most Recently Used (MRU). Nj maintains a last-time-pinged timestamp associated

with each cache entry, and returns the |S| non-dead entries in P (Nj) that have the

highest last-time-pinged timestamps. The last-time-pinged timestamp is set to the

current time when a cache entry is chosen to be pinged.
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Least Recently Used (LRU). Nj maintains a last-time-pinged timestamp associated

with each cache entry, and returns the |S| non-dead entries in P (Nj) that have the

lowest last-time-pinged timestamps. The timestamp is updated similarly.

Oldest (FIFO). Nj maintains a time-inserted timestamp that records the timestamp

at which each cache entry was inserted into the cache, and returns the |S| non-dead

entries in P (Nj) that have the lowest time-inserted timestamps. The time-inserted

timestamp is never updated.

Youngest (LIFO). Nj maintains a time-inserted timestamp, and returns the |S| non-

dead entries in P (Nj) that have the highest time-inserted timestamps. As before, the

time-inserted timestamp is never updated.

5.3.5 ID Smearing Algorithm (IDSA)

In addition to the simple CRPs just described, we develop a more sophisticated cache

management policy to help deal with malicious nodes. In particular, if node Ni

receives a node id Nk as a response in pongs from many nodes, then it may be the

case that either 1) Nk is a malicious node and is working to have its id propagated to

as many good node caches as possible as a pre-cursor to an attack, or 2) Nk is a good

node that is likely to become overloaded with too many queries because other nodes

happen to be including Nk’s id in pongs. In either case, it is in the best interest of the

good nodes to balance out the number of times that any particular node id appears

in the pong caches of other good nodes. That is, good nodes want to replace entries

in their pong cache such that for any of the n node ids in the system, each of the ids

appears in the pong caches of good nodes with a frequency proportional to 1/n.

To help accomplish this, we use an “ID smearing” algorithm (IDSA). The algo-

rithm evenly “smears” all of the available node ids across all of the pong caches by

doing the following locally at each node. When Ni receives Nk in a pong message from

Nj, it checks whether or not Nk already appears in its cache, P (Ni). If Nk ∈ P (Ni),

then there may be too many copies of Nk in the network, and we set P ′(Ni) =

P (Ni)−{Nk}. For example, if P (N1) = {N2, N3}, and N1 receives N3 in a pong mes-

sage from N2, N1 updates its pong cache such that P ′(N1) = P (N1)− {N3} = {N2}.
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We call this “light-state” ID smearing for reasons that will become clear shortly.

A node may or may not have the ability to store extra state in addition to that

which is used for its pong cache. We study one IDSA (“light-state”) that does not

require any additional state beyond the pong cache, and two policies that do use

additional state. We will refer to the two policies that do use additional state as

“heavy-state” IDSA. In particular, in “heavy-state” IDSA, each node Ni maintains a

list L(Ni) of all node ids that have ever appeared in its pong cache (whether or not

the entries currently appear in the pong cache).

Note that pong cache entries might contain additional state such as last-time-

pinged timestamps and time-inserted timestamps. Also, additional pong cache state

can be used to optimize search. For instance, pong caches could keep track of the

number of search results received from a particular node. As a result, pong cache

entries can be expensive in the way of memory. On the other hand, entires in the

list L need not be very expensive at all. L can be implemented quite efficiently as a

bit vector, or can even be approximated using a hash function or a Bloom filter. As

such, L only requires a single-bit (or less) of state per node id.

The following two “heavy-state” IDSAs take advantage of L:

Conservative. If Ni receives Nk in response to a query, Ni will replace one of its pong

cache entries in P (Ni) with Nk as per its CRP if and only if Nk /∈ L(Ni). In addition,

L′(Ni) = L(Ni) ∪ {Nk}.

Aggressive. Just as with conservative ID balancing, if Ni receives Nk in response

to a query, Ni will replace one of its pong cache entries P (Ni) with Nk as per its

CRP if and only if Nk /∈ L(Ni). However, if Nk ∈ L(Ni) and Nk ∈ P (Ni), then

P ′(Ni) = P (Ni)− {Nk}. As before, L
′(Ni) = L(Ni) ∪ {Nk}.

In Section 5.4, we study the effectiveness of these IDSAs.

5.3.6 Dynamic Network Partitioning (DNP)

In the results we will see in the next section, we will find that “light-state” IDSA is

able to significantly mitigate poisoning so long as the number of malicious nodes does

not exceed cache size. In this subsection, we propose a dynamic network partitioning
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Table 5.1: GUESS Protocol Policies

Policy Options

Seeding Policy (SP) Random-Friend (RF), Popular-Node (PN), Trusted Directory (TD)

Introduction Protocol (IP) Enabled (0 < p ≤ 1) or Disabled (p = 0)

Ping Probe Policy (PPP) Random

Pong Choice Policy (PCP) Random, MRU, LRU, FIFO, LIFO

Cache Replacement Policy (CRP) Random, MRU, LRU, FIFO, LIFO

ID Smearing Algorithm (IDSA) Light-State, Conservative, Aggressive

(DNP) technique whose goal is to keep the number of malicious nodes that nodes

interact with, on average, below their cache size.

The key idea that we employ in DNP is that nodes do not necessarily need to

search the entire network at any particular instant, and if we can limit the subset

of nodes that are searched at any given time, then we can also limit the number of

malicious nodes that can impact the search. As search proceeds, the subset of the

network that is searched (the “active” subset) can change, but we would like to keep

the number of malicious nodes, on average, in the active subset of the network below

a node’s pong cache size.

At any given time, a node divides the entire network into a number of partitions

and selects one of those partitions to be the active subset. A node only accepts node

ids into its pong cache from the active subset. By only accepting node ids from the

active subset, malicious nodes that would like to have their node ids in a victim’s

pong cache will be required to seize node ids in many different partitions.

The method that we use to partition the network works as follows. We assume

that IP addresses are j-length bit strings. Each partition is of size 2p, where a node

has the freedom to choose p such that 0 ≤ p ≤ j. There are 2j−p partitions. (The

case in which p = 0 corresponds to a scenario in which the node relies on a single

central server. If p = j then DNP is not used as the size of the partition is the size

of the entire network.)

Each node chooses a constant, φ (0 < φ < 2j−p), and only accepts an IP address a

into its pong cache if a falls into partition φ. In addition, each node chooses a random
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key, κ. The nodes that make up partition φ are those nodes that have ids such that

the value of the j − p least significant bits of h(a||κ) = φ.

Our DNP scheme allows good nodes to dynamically change how they partition

the network much more easily than the amount of effort required by malicious nodes

to acquire node ids in different partitions. The parameter κ allows each node to

partition the network in a way that is dynamic and unpredictable.

By taking this approach, each good node can use a different key κ such that

malicious parties are not able to predict which partitions they need to acquire node

ids in to poison the caches of particular good nodes, and good nodes can periodically

change the key that they use to thwart any incoming attack mounted by malicious

nodes that have already acquired a particular set of node ids.

We assume that acquiring node ids involves some reasonable (but not necessarily

prohibitive) cost for malicious nodes. For instance, in order to receive pings and

send pongs with malicious ids, a malicious node needs to be able to receive traffic

at an IP address that it either owns or has acquired by compromising an Internet

host. Malicious nodes need to expend some effort to acquire IP addresses, and,

once acquired, they will not be able to easily spoof a different set of IP addresses

immediately.

With high probability, it is the case that if m random malicious node ids are in the

network, then on average, at most m
2j−p

will appear in a node’s pong cache. If DNP

is not used, then as long as c > m, IDSAs significantly mitigate poisoning, whereas

when this DNP is used, then as long as c > m
2j−p

, IDSAs are able to significantly

mitigate poisoning. The use of DNP allows our clients to be able to tolerate more

malicious nodes in the network.

5.3.7 Malicious Node Detection (MND)

The policies that we have described thus far attempt to use various cache management

strategies to mitigate poisoning. In addition to studying how cache management can

help us achieve our goals, we also study malicious node detectors (MNDs). Our goal

in this paper is to understand how well our cache management mechanisms perform
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compared to MNDs, and to understand under what conditions we will be required to

use MNDs in addition to cache management techniques.

A MND takes a node id as input, and attempts nto determine if the corresponding

node is malicious. A MND tries to make this determination based on past experience

interacting with the node, or using information from other more “trusted” nodes.

Various algorithms based on reputation systems and other mechanisms have been

proposed (i.e., [91]), and can serve as MNDs.

We model the accuracy of a MND using a single parameter, p, the probability

that the MND will tell us that a node is malicious given a malicious node id. That

is, a MND is a black-box that takes a node id as input, and outputs “yes” or “no”

if it believes the corresponding node is or is not malicious, respectively. We do not

consider the actual implementation of MNDs in this paper, but if the output of the

MND is correct p percent of the time, we say that the MND has an “accuracy” of p

percent.

We assume that if a MND is used, it is used as follows: when a node Ni receives a

pong from Nj, it submits all of the ids received to the MND before considering them

for insertion into its pong cache. In addition, if Ni uses an IP and receives a query

from Nk, then Nk’s node id is submitted to the MND before its introduction into Ni’s

pong cache is considered.

5.4 Simulation and Results

In this section, we present the results of various evaluations that we conducted using

a discrete-event simulation of the model described above to address the research goals

presented in Section 5.2.

To facilitate simulation, we extended the various sets we described in the basic

model of Section 5.1 to be functions of time. The set of nodes N , is a function of

time, N(t), in our simulation. The pong caches P (Ni),∀i are also functions of time,

P (Ni, t),∀i, etc. Time advances in discrete-intervals t = 0, 1, 2, etc. Our discrete-

event model can approximate the continuous behavior of a real system as the physical

time between intervals decreases.
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Table 5.2: Baseline Simulation Parameters
Parameter Value

Number of Nodes (at any one time) (n) 100
Pong Cache Size (c) 5

Births / Deaths Per Round (b) 1
Number of Node Ids in Pongs (r) 1

Number of Experiments 100
Ping Probe Policy (PPP) Random
Pong Choice Policy (PCP) Random

We say that all of the events that occur in one time step occur in a “round.” If

node Ni pings Nj, receives Nk in a pong, and updates its pong cache at time t to

additionally contain node Nk, then we say that P (Ni, t+ 1) = P (Ni, t) ∪ {Nk}. The

ping, pong, and cache updates for all of the nodes in the system at a given time t

happen sequentially within the same “round.”

5.4.1 Simulation Setup

Our goal in this work is to build a fundamental understanding of the issues and

trade-offs involved in using the various policies we outlined in Section 5.3 to mitigate

pong-cache poisoning. Our evaluations are not designed to predict the performance of

an actual system, but to gain an understanding of the trends and trade-offs involved

in using the different policies. In the evaluations described below, we simulated a

GUESS network using the baseline parameters in Table 5.2.

We estimate that nodes in a GUESS network will have enough memory to store

a substantial number of node ids in their pong caches, even for large networks. For

instance, if each pong cache entry requires 10-bytes of storage (4 bytes for an IP

address, and 6 bytes of additional storage for timestamps and other data), then storing

pong cache entries for, say five percent, of the nodes in a 2,000,000 node GUESS

system, only 1 megabyte of main memory is required. Such a memory requirement is

even becoming acceptable for traditionally memory-constrained wireless devices such

as cell phones and PDAs. In our simulations, we conservatively assume that pong



180 CHAPTER 5. PONG-CACHE POISONING IN GUESS

Table 5.3: GUESS Simulation Parameters (V=Variable, PN=Popular Node,
R=Random, D=Disabled, A=Aggressive)

Parameter/Simulation A1 A2 A3 A4 B C D E1 E2
SP V V PN V PN PN PN PN PN

IP (p) 0 1 V 1 1 1 1 1 1
PCP R R R R V R R R R
CRP R R R R R V R R R
IDSA D D D D D D V D A

Num Rounds (thousands) 1 0.5 1 2.5 10 75 1 5 5
Mal Nodes (m) 0 0 0 0 5 5 V V V

caches are able to store node ids of five percent of the nodes in the network. Larger

pong caches will result in higher numbers of live ids and a smaller ratio of poisoned

ids to live ids than those that we present in the simulations in this section.

In our simulations, there are n = 100 nodes in the network at any instant, and

they have pong caches that can store c = 5 node ids. The same trends that we see in

our small 100-node simulations can be seen in larger GUESS networks, and we clearly

expect real GUESS networks to have much larger numbers of nodes. We confirmed

that trends that we see scale to larger networks in Section 5.4.7 where we describe

the results of a simulation that varies the total number of nodes and shows that we

can expect our observations to be valid for larger systems.

The settings for all of the policies used in each simulation that we present later

in this section are shown in Table 5.3. Each column of Table 5.3 corresponds to one

of our simulations, and we refer to them by the column names in the results below.

We assume that each of the good nodes issues a ping in every round. While this

need not be the case in a real network at all times, it allows us to model the effect of

pong-cache poisoning when the network is at its “busiest.” Also, when an IP is used,

we assume malicious nodes issue one ping every round.

For accounting purposes, we assume that malicious nodes have pong caches that

are of the same size as good nodes, but that their entries are always poisoned. Fur-

thermore, all good nodes use the same SP, IP, PPP, PCP, CRP, and IDSA settings.
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To produce the various graphs we present in this section, the corresponding sim-

ulations were run 100 times, and the results were averaged. The y-axis on the graphs

typically measure the total number of live or poisoned pong cache entires in the sys-

tem. Live cache entries are ones that contain the node ids of good nodes that are not

dead. Malicious node ids are not considered live ids. Instead, a pong cache entry that

has a malicious node id is considered poisoned. Therefore, the sum of the number of

live, poisoned, and dead cache entries equals the total number of pong cache entries

in the system.

After describing some simplifying assumptions that we made in our simulations,

our first order of business is to analyze which protocol options achieve our first goal

of maximizing the number of live node ids in pong caches, without the presence of

malicious nodes. We then evaluate which policies minimize susceptibility to attacks.

Good Nodes

Each good node Ni issues a ping at each time step t, and chooses which node Nj to

ping from its pong cache, P (Ni, t). We assume that Ni receives one node id from Nj

in response to its ping, and Ni replaces at most one of its cache entries with the node

id in the pong if necessary as per its CRP. More formally, when node Nj receives a

ping, it always responds with r = |S| = 1 node id marked live in its cache, if possible.

Once Ni receives the pong, it chooses at most one cache entry as the set X to replace

according to its CRP, and chooses Y = S.

Deaths

After all nodes issue their pings and receive pongs in a time step, one node is randomly

chosen to die, and a new node is born is place of it. That is, δ = |∆(t)| =

|B(t)| = 1, G(t+ 1) = (G(t)−∆(t)) ∪B(t), and N(t+ 1) = G(t+ 1) ∪M(t+ 1),∀t.

Furthermore, we assume that nodes that are born are newly born, and have never

previously participated in the system. Nodes that die are not re-born later. In other

words, B(t) ∩ (G(0) ∪G(1) ∪ ... ∪G(t)) = ∅,∀t.
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Malicious Nodes

In our simulations, we assume that malicious nodes are reasonably strong adversaries,

with respect to their lifetimes, and the amount of state they can keep track of.

While good nodes may be susceptible to death, we assume that the set of malicious

nodes is constant: M(0) = M(1) = ... = M(t),∀t. The set of live good nodes G(t), on

the other hand, changes over time, but its cardinality is constant, |G(0)| = |G(1)| =

... = |G(t)|. Therefore, we assume that good nodes are born and die at a constant

and equal rate. While this may not be true for a system in which the number of

nodes is growing or shrinking, we roughly expect this to be true when the system

achieves steady-state. While we do not vary the number of malicious nodes in the

system in the midst of a simulation, we do study how different numbers of malicious

nodes in the system impacts our ability to mitigate attacks. In evaluations in which

we studied malicious nodes, we measured how the number of poisoned cache entries

increases as many nodes become malicious.

We assume that malicious nodes have larger memories than good nodes, and can

keep track of many more node ids. Firstly, malicious nodes keep track of the node

ids of all other malicious nodes in the system. Secondly, we assume that malicious

nodes have enough memory to keep track of the node ids of all of the good nodes in

the system.

If an IP is not used in a GUESS system, then malicious nodes have no way of

“actively” working to insert their node ids into the caches of good nodes. Instead, they

must wait until good nodes ping them, at which point they can send a pong with

a malicious node id. However, if an introduction protocol is used, then malicious

nodes can actively work to poison caches by pinging good nodes. As a result, in our

simulations, we have malicious nodes issue pings when an IP is used. We assume that

malicious nodes are “omniscient” in that they know the node ids of all of the live,

good nodes in the system. Malicious nodes issue pings only to live, good nodes when

an IP is used, and they do not waste their resources pinging other malicious nodes or

dead nodes.

Malicious nodes have the incentive to issue pings at an increased frequency when

an introduction protocol is used because the more pings they issue, the more good
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nodes are likely to insert malicious ids into their caches. However, we assume that

malicious nodes have the same processing capacity as good nodes, and are able to issue

one ping per time step just as the other nodes may do so when the system is maximally

loaded. To model a scenario in which malicious nodes have more processing power

than good nodes, we can simply increase the number of malicious nodes appropriately.

Now that we have described our simplifying assumptions and our simulation sce-

nario, we describe what we learned from the results of our simulations.

5.4.2 Seeding and Introductions

R1. A seeding policy must be used in tandem with an introduction protocol if it is to be

successful at all in achieving liveness. When seeding policies are used in combination

with introductions, a high percentage liveness can be achieved (e.g., a liveness of 95

percent was achieved using our baseline simulation parameters).

Figure 5.2 shows the results of simulation A1 in which we measured the number of

live entries for the three SPs described in Section 5.3, with no malicious nodes in the

system. Simulation A1 was run with no IP, a random CRP, and the IDSA disabled.

At time t = 0, seeding from the trusted directory results in 500 live node ids since

newly born nodes are given c = 5 guaranteed-to-be-live entries from the directory. As

time advances, the number of live node ids in the TD case drops because some nodes

die, and the ids pointing to them become invalid.

However, when the RF or PN policies are used, we initialize all of the pong caches

at t = 0 to contain just one live node id. The system starts out with a total of 100 live

ids, and as pings and pongs are exchanged, the number of live ids starts to increase.

We first explain the system’s steady-state behavior when no queries take place

and a trusted directory is used for seeding. From Figure 5.2, we can see that there

are 250 live entries in the steady-state. We can derive this number theoretically. Let

x be the number of live entries in all of the caches in the system. Every round, some

node dies and a new node is born in place of it. The node that died has x/100 live

ids, on average. In addition, as a result of the death, any cache entries at other nodes

that pointed to the dead node are no longer live. On average, x/100 cache entries die
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at other nodes as a result since we assume that each node id is replicated an equal

number of times. At the same time, the new node that is born is given 5 live ids by

the trusted directory. The system achieves steady-state when the gains (5) equal the

losses (2x/100), or when x = 250.

We now consider the case in which TD SP is used and pings and pongs do take

place. An interesting effect occurs when pings and pongs are exchanged under TD

SP. A few of the node ids become highly replicated throughout pong caches in the

system while many of the node ids appear only a few times (or die out completely).

To see this, assume that the system is initially seeded randomly with live node ids,

and consider the state of the system after some Ni sends a ping message to Nj, and

receives Nk in a pong message. While there is a relatively small probability that Nk is

already in Ni’s cache, it is more probable that some other node id Nr (r 6= k) in Ni’s

cache will be replaced. The total number of times that Nk appears in the pong caches

of the system increases by one, and the total number of times Nr appears decreases

by one. Since Nk now appears more frequently, the probability that it will be chosen

to appear in a pong message and be replicated once more is increased. On the other

hand, since Nr appears less frequently, the probability that it will be replicated is

decreased. In further rounds, it is more likely that Nk will become highly replicated

and that only a few copies of Nr will exist (if any). After many rounds, very few node

ids become highly replicated, many node ids appear in just a few pong caches, and

many node ids die out.

Due to the existence of some highly replicated node ids, the average live node

id appears in more than 2.5 caches. Figure 5.2 shows that when pings and pongs

are exchanged, just under 200 node ids are live in the steady-state. Hence, if a real

system were to be able to use a TD SP, it would not be worthwhile to exchange ping

and pong messages!

Finally, we explain what happens when RF and PN SPs are used. In the case

of the RF and PN policies, the number of live ids in the system starts increasing as

nodes exchange pings and pongs. Unfortunately, after some number of rounds, the

RF and PN policies suffer from the same problem. In both policies, when new nodes

are born, they seed their caches by copying the caches of some other node. Over time,
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as nodes die, all of the node ids contained in the pong caches of the initial set of nodes

in the system die. Since newly born nodes are simply copying the cache entries that

originated from the initial set of the nodes in the system, all of these caches entries

are bound to die as well. In other words, in the current scenario, newly born nodes

only learn about nodes that existed before them, and never learn about nodes that

are born after they are.

Nodes must use an IP if the “current generation” of nodes is to learn about “future

generations” of nodes. Figure 5.3 shows the outcome of simulation A2 in which we

employed an IP. The figure shows that any of the SPs we considered can be used to

achieve over 475 live node ids out of a possible 500 in steady-state. In other words,

we achieved a liveness of 95 percent when SPs were used in combination with an IP.
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Introductions)

R2. Using small introduction probabilities do not mitigate poisoning in the steady-

state.

Figure 5.4 shows an the results of a simulation in which we (for various numbers

of malicious nodes) measured the number of poisoned steady-state entries when all of

the good nodes used introduction probabilities between 0 and 1. When introductions

are used in the network, malicious nodes have the incentive to issue queries, and can

poison the caches of other nodes by pinging them. As such, we wanted to determine if
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Figure 5.3: A2: Live Entries vs. Number of Rounds for Various Seeding Policies
(With Introductions)

using introduction probabilities smaller than 1 might help decrease poisoning. How-

ever, due to the many pings and pongs that are exchanged even in a few number

of rounds, we find that using even small introduction probabilities do not mitigate

poisoning. For example, when there are 2 or 5 malicious nodes in the network, we

find that approximately 20 and 50 cache entries are poisoned, respectively, as long as

a non-zero introduction probability is used. When there are 10 malicious nodes in the

network, we can see that using an introduction probability just above 0 results in ap-

proximately 100 poisoned steady-state cache entries. As the introduction probability

is increased to 1, up to approximately 150 entries are poisoned in the steady-state. As

the number of malicious nodes increases, higher introduction probabilities do result

in more poisoning, but the key lesson that we learn here is that small introduction

probabilities cannot be used to mitigate steady-state poisoning.

R3. Poisoning occurs more slowly with the popular-node (PN) than with the

random-friend (RF) seeding policy (SP).

One might intuitively expect that the PN SP is more susceptible to poisoning

because if the popular node’s cache becomes poisoned, then all newly born nodes’

caches become poisoned since their caches are seeded from the popular node. However,

while PN SP is more susceptible than RF in this regard, we find that the rate at which
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poisoning occurs with PN SP is, on average, slower because the popular node must

be poisoned before other nodes can be poisoned.

Figure 5.5 shows the outcome of simulation A4 in which the number of poisoned

cache entries is measured over time in a system with m = c = 5. From Figure 5.5, we

can indeed see that once the popular node’s pong cache is completely poisoned (after

about 1250 rounds), all of the entries in the system become poisoned. However, the

other interesting effect that we notice is that before the point at which the popular

node’s pong cache becomes completely poisoned, the rate at which entries in the

system become poisoned is slower with the PN SP than with the RF SP.

Poisoning occurs more slowly with PN SP because the popular node’s cache must

become poisoned in order for all new node’s caches to become poisoned. The set of

malicious node ids that may appear in the caches of newly born nodes is restricted to

the set of malicious node ids that appear in the cache of the popular node. When RF

SP is used, each newly born node may have a different friend from which their cache

is seeded, and each of those friends’ caches may be poisoned with different malicious

node ids. The pool of malicious node ids which may start poisoning the system is

not constrained in any way with the RF SP. As nodes start exchanging ping and

pong messages, the full set of malicious node ids are distributed to new nodes, and

poisoning occurs more quickly with RF than with PN SP.



188 CHAPTER 5. PONG-CACHE POISONING IN GUESS

0

50

100

150

200

250

300

350

400

450

500

0 500 1000 1500 2000 2500

Po
is

on
ed

 E
nt

ri
es

Num Rounds

Trusted Directory
Random-Friend

Popular-Node

Figure 5.5: A4: Poisoned Entries vs. Number of Rounds for Various Seeding Policies
(With Introductions)

We believe that using PN SP is a better choice than RF SP. One might consider

using RF SP instead of PN SP because in the steady-state, there may still be some

live entries in the system with RF SP. However, there are so few that little useful

work will get done in the system. For this reason, and because PN SP results in

slower poisoning than RF SP, we believe that using PN SP is a better choice than

RF SP.

We also note that in steady-state, almost all of the cache entries in the system

are poisoned (or dead). In Section 5.4.5 we explain why this happens, and we then

go on to investigate how to control cache poisoning.

5.4.3 Pong Choice Policy (PCP)

R4. PCP does not affect poisoning in the steady-state.

In Figure 5.6 we show the results of a simulation that varies PCP in a system with

five malicious nodes. The figure illustrates that pong choice does not significantly

affect the number of live node ids in the system. This is true because pong choice

does not impact which cache entries get replaced.

Malicious nodes respond to pings with other malicious node ids that are always

live (since we assume that malicious nodes never die). Good nodes respond to pings
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with node ids that are highly likely to be live, or unknowingly respond to pings with

malicious node ids. The pong choice policy has no way of distinguishing good live

nodes from malicious nodes, and hence does not help us mitigate the poisoning of

pong caches.

As the number of live ids in the system is more or less indifferent to the PCP used,

we use Random PCP as the default PCP in evaluations described in the following

sections due to its relative ease of implementation and runtime efficiency.
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5.4.4 Cache Replacement Policy (CRP)

R5. While all the CRPs that we study result in inevitable cache poisoning, MRU CRP

slows the rate of poisoning the most.

Figure 5.7 is the result of simulation C in which we held all simulation parameters

constant and varied the CRP. The simulation measures the increase in the number

of poisoned node ids over an extended number of rounds in a system with m = 5

malicious nodes for various CRPs. The figure shows that almost all of the cache

entries become poisoned at 60,000 rounds or earlier. The posioning of almost all

of the entries is “inevitable.” In Section 5.4.5, we present an informal analysis

explaining why this is the case.



190 CHAPTER 5. PONG-CACHE POISONING IN GUESS

0

50

100

150

200

250

300

350

400

450

500

0 10000 20000 30000 40000 50000 60000 70000

Po
is

on
ed

 E
nt

ri
es

Number of Rounds

Random
LRU

MRU
LIFO
FIFO

Figure 5.7: C: Poisoned Ids vs. Number of Rounds for Various CRPs

However, we can also see that using non-random CRPs can slow the rate of poi-

soning. When LRU CRP is used, cache entries are discarded (replaced) in the order

in which they are pinged. When a particular node is pinged, its id is “pinned” in

the cache, and becomes a candidate for being pinged again for up to c − 1 rounds.

Poisoning occurs slightly slower with LRU CRP than random CRP because a live,

good node that is pinged cannot not be “randomly” replaced. A malicious node id

cannot take the place of a pinged, good node id for c−1 rounds. The good node may

even be pinged again, and so long as it is live, can continue to exist in the cache and

prevent a malicious node id from taking its place.

MRU CRP slows poisoning more effectively than LRU or random CRP. When a

malicious node is pinged under a MRU CRP, its id is repaced by the malicious id from

the pong. The number of malicious node ids does not increase. Furthermore, when

the next introduction is received, the malicious node id is replaced (since it is the

most recently used). If the node introducing itself is not malicious, then the number

of poisoned ids decreases. Otherwise, the number of poisoned ids in the cache stays

the same. The only case in which the number of malicious nodes in a good node’s

cache increases is when the good node pings another good node that died since it was

either inserted in the cache or pinged last, and it immediately receives an introduction

from a malicious node. In this case, the malicious node id takes the place of the good
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node that is marked dead. Hence, while inevitable cache poisoning does occur with

MRU CRP, it occurs slower than with LRU or random CRP.

The “catch” with MRU CRP is that it leads to bad search performance [15] since

many cache entries are not updated and die before their next use. Furthermore, live

node ids that are introduced into the pong cache via an IP are subsequently replaced

with ids that are more likely to be stale from pong messages. To deal with this

problem, we suggest dividing the pong cache into two caches– a small pong cache

and a large introduction cache. Node ids received in pongs are placed in the pong

cache, and the pong cache is managed using a MRU CRP to slow poisoning. Node

ids received from introductions are placed in the introduction cache. Node ids in the

introduction cache are highly likely to be live since these nodes recently issued pings,

and the introduction cache is managed using a FIFO (first-in-first-out) CRP. If many

of the entries in the pong cache are dead, ids from the introduction cache can be used

to issue queries and provide reasonable search performance. (This dual-cache scheme

is similar to that described in [15]. The pong cache is equivalent to the link cache,

and the introduction cache is analogous to the query cache, except that the source of

the ids are introductions and not pongs.)

Now that we have an understanding of how to slow poisoning, in the next section

we explain why cache poisoning inevitably occurs. In the section following the next,

we show that by taking advantage of an IDSA, we can not only slow the rate of

poisoning, but we can limit it in the steady-state as well.

5.4.5 Inevitable Cache Poisoning

We first explain why random CRP results in inevitable cache poisoning. To simplify

our explanation let us assume, for the moment, that we are using the TD SP, and

that when new nodes are born their pong caches are seeded with node ids uniformly

at random from the set of live nodes in the system.

We recall from Figure 5.5 that poisoning occurs more slowly with TD SP than with

PN or RF SP. Figure 5.5 shows the result of a simulation in which we measured how

many cache entries were poisoned as time elapsed in a system with m = 5 malicious
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nodes. If we can demonstrate that cache poisoning is inevitable using a TD SP, we

can expect that poisoning will only occur faster (and inevitably) with the PN or RF

SPs based on our observations from Figure 5.5.

Assume there exist n nodes, m of which are malicious in a GUESS system. The

pong caches of all of the good nodes in the system have been initialized (or seeded)

uniformly at random from the population of n node ids. On the average, x = m/n

percent of the entries in the caches of good nodes are poisoned. Each node uses a

random PCP, and a random CRP. In addition, each node Nj that receives a ping

from Ni responds with one node id in its pong, and Ni always chooses to replace

some entry in its pong cache with the node id in the pong received.

Let us consider what happens in the first round of the protocol. The first node

to issue a ping may end up (a) increasing the number of malicious node ids in its

pong cache by replacing one of its good pong cache entries with a malicious one, (b)

decreasing the number of malicious node ids in its pong cache by replacing one of its

malicious pong cache entries with a good one, or (c) the number of malicious node ids

in its pong cache will stay constant by having a good node id replace another good

node id or a malicious node id replace another malicious node id.

Figure 5.8 shows a tree that enumerates the possible outcomes. The nodes of the

tree indicate intermediate states that a GUESS node might be in as it issues a ping,

receives a pong, and processes the pong. The edges of the tree are state transitions,

and they are labeled with the probability that a particular state transition occurs.

The left edge leaving a node indicates the case in which a good node id is chosen,

and the right edge leaving a node indicates the case in which a malicious node id is

chosen. The leaves of the tree are labeled with the case that they contribute to; for

example, if a node chooses to ping another good node (left branch from state s0),

receives a malicious node id in a pong (right branch from state s1), and replaces a

good node id (left branch from state s4), the corresponding leaf is labeled (a) as the

count of malicious node ids increases by one.

From the figure, we can see that the probability that the number of malicious node

ids will increase after the first node Ni issues its first ping is P1 = (1−x)2x+(1−x)x.

P1 is simply the sum of the probabilities that 1) Ni pings a good node Nj, Nj returns
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a malicious node id Nm, and Nm replaces a good node in Ni’s cache, and 2) Ni pings

a malicious node id Nm, and Ni replaces a good entry in its cache with the malicious

node id from Nm’s pong.

However, the probability that the number of malicious nodes in Ni’s cache will

decrease is only P2 = (1− x)2x since the only relevant corresponding path is the one

through states s0, s1, s3, and s7.

Since P1 > P2, it is more likely that the first node that issues a ping will have its

count of poisoned cache entries increased by one. In addition, if this first node has an

additional entry poisoned, the problem is slightly magnified for the second node that

issues its ping. Specifically, if the second node happens to choose the first node as

the server to ping, then the probability that the first’s nodes pong choice is malicious

is slightly greater than x.

These probabilities explain why we can expect that when random CRP an a TD

SP is used, the malicious nodes will have their node ids propagated into the caches of

every good node in the system in the long-run. The situation will not be any better

with PN or RF SP used together with introductions because the ids that newly born

nodes are seeded with are more likely to be poisoned in the long-run than with the

TD SP and no introductions.

When a PN or RF SP is used in combination with introductions, the introductions

do not help the good nodes mitigate poisoned entries. If an IP is used in our example

above, each node receives, on average, one introduction (ping) in the first round. The

probability that a good node receives a ping (an introduction) from a malicious node

is x. The probability that a good node replaces a good entry with the malicious

node id from the pong is 1− x. Hence, the probability that the number of malicious

node ids in a good node’s cache increases by one due to introductions is x(1 − x).

However, the probability that the number of malicious node ids decreases by one is

also x(1− x) since another good node could introduce itself (with probability 1− x),

and a malicious id could be replaced (with probability x) with the good id. Hence,

the IP does not help mitigate poisoning when PN or RF SP is used, and we can

expect inevitable poisoning to occur when random CRP is used with a non-TD SP

as well.
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LRU and MRU CRP (like random CRP) also lead to inevitable cache poisoning.

If LRU CRP is used, then when a good node Ng pings a malicious node Nm1, Ng

receives a pong with a malicious node id Nm2. Node id Nm2 is inserted into the Ng’s

cache as long as m1 6= m2. (If m1 = m2, then a duplicate entry is not made in Ng’s

cache.) As a result, the number of poisoned entries in Ng’s cache either stays the same

or increases in each round when LRU CRP is used. In addition, if an introduction

is received from a malicious node, yet another good cache entry could be replaced.

As a result, LRU CRP will clearly lead to inevitable cache poisoning just as random

CRP does. As can be seen from Figure 5.7, MRU CRP also leads to inevitable cache

poisoning, although the rate of poisoning is slower than that of LRU CRP.

5.4.6 ID Smearing Algorithm (IDSA)

R6. The use of an IDSA limits the number of poisoned entries in the steady-state,

and IDSAs mitigate poisoning as the number of malicious nodes increases.

Figure 5.9 shows the results of simulation D, and demonstrates that IDSAs can

limit the number of poisoned cache entries in the steady state. For instance, when

m = 5 the light-state IDSA results in 120 poisoned entries whereas over 400 entries

are poisoned if no IDSA is enabled. IDSAs are successful in mitigating poisoning

because the use of an IDSA causes malicious nodes to “limit their own success” in

poisoning cache entries. If a good node Ng has two poisoned cache entries, Nm1 and

Nm2, then when one of the node ids in these cache entries is pinged, say Nm1, there is

a non-negligible probability that Nm1 will return Nm2’s id, causing Ng to remove Nm2

from its cache as required by the IDSA. (In the case of conservative IDSA, it causes

Ng to never re-insert Nm2 into its pong cache again.) The more malicious entries

that a good node’s cache contains, the higher the probability that, when pinged, one

of these malicious nodes will return an id of one of the other malicious nodes in the

cache, and end up causing the good node to remove a malicious id from its cache

(or never consider it for re-insertion). A similar effect that occurs (but is less likely)

takes place when Ng’s cache contains Nm, and Ng receives an introduction (a ping)

from Nm itself. Use of the IDSA results in removing Nm from the good node’s cache
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(or not re-inserting it). For these reasons, the success of malicious nodes’ poisoning

efforts is self-regulated.
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Figure 5.9: D: Poisoned Ids vs. Num Malicious Nodes with IDSA

We assume that a malicious node returns the id of another malicious node at

random. Malicious nodes could try to work harder at poisoning by keeping track of

exactly which good nodes have received which malicious node ids, such that malicious

nodes can collude to ensure that the same malicious node id is never provided to the

same good node twice. This could be done in an attempt to thwart the good node’s

use of the IDSA. However, good nodes could decide to drop ids out of their caches from

time to time to easily thwart this attack, at the expense of application performance.

(In Section 5.3.6, we describe a dynamic network partitioning scheme in which good

nodes drop ids as such to thwart attacks.) Malicious parties would then need to have

to obtain more malicious node ids to poison the good nodes because at any time

they would be unsure as to whether or not sending an already used malicious node

id would end up causing that malicious node id to be dropped out of the good node’s

cache or re-inserted.

R7. “Light-state” IDSA mitigates poisoning so long as the number of malicious

nodes is less than pong cache size. Aggressive IDSA can mitigate poisoning even

if the number of malicious nodes exceeds cache size, at the expense of memory and

search performance. Conservative IDSA can be used as a middle ground to mitigate
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poisoning while achieving better search performance than Aggressive IDSA.

If no IDSA is used at all, then as the number of malicious nodes approaches and

slightly exceeds the cache size, Figure 5.9 shows that almost all of the cache entries

in the system are poisoned. When m = 4, for instance, half of all of the cache entries

are poisoned, and when m = 6, over 96 percent of the cache entries are poisoned.

Using a light-state IDSA significantly mitigates poisoning when the number of

malicious nodes approaches cache size. At m = 5, only one quarter of the cache

entries are poisoned, compared to over 80 percent poisoning if no IDSA is used.

However, as m increases beyond c, light-state IDSA’s performance worsens quickly.

The number of poisoned entries when conservative IDSA is used does not worsen as

quickly as that of the light-state IDSA, but it only eliminates about half the poisoned

entries that aggressive IDSA is able to eliminate.

We can see from Figure 5.9 that even when the number of malicious nodes is

significantly greater than the good nodes’ cache size, the use of an aggressive IDSA

limits poisoning to levels that might be tolerable. As the number of malicious nodes

increases, the aggressive IDSA becomes less and less effective. Since node ids are

eliminated from a cache when a duplicate id is received, the more unique ids the

malicious nodes have, the fewer malicious entries the IDSA is able to eliminate.

5.4.7 Scaling-Up

In this section, we show that the observations that we report on small GUESS net-

works are indicative of the behavior of larger networks.

Figure 5.10 shows the results of simulations on networks that ranged in size from

100 to 1500 nodes. In each network, nodes have a cache size of five percent of the

total nodes in the network. The “Total Entries” line plots the total number of cache

entries that exist in the system. For instance, in a network of 1000 nodes, each node

has a cache size of 1000*0.05 = 50 entries, and and a total of 50*1000 = 50,000 cache

entries exist in the system.

In addition, five percent of the network is made up of malicious nodes, and each

simulation is run until steady state; that is, each simulation is run until the number of
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poisoned entries reached its maximum. The “Poisoned Entries: IDSA Disabled” line

plots the total number of poisoned entries in the steady state when good nodes did

not employ an IDSA, and the “Poisoned Entries: Aggressive IDSA” plots the same

when an aggressive IDSA is used. From Figure 5.10, we can see that the IDSA plays

a significant role in limiting poisoning even as the number of nodes in the network

increases. However, from this figure, we cannot easily tell if the success of the IDSA

will continue proportionally as the number of nodes in the network increases.

Since each of the networks we simulated had different cache sizes and different

numbers of nodes, we need to normalize the y-axis of Figure 5.10 to compare the level

of steady-state poisoning across networks of different sizes. To make this comparison,

we look at the average fraction of a node’s pong cache that has been poisoned in the

steady-state. To determine this fraction, we divide the y-component of each of the

points in Figure 5.10 by the product of the cache size and number of nodes to obtain

Figure 5.11. (We leave out the line corresponding to “Total Entries” in the resulting

figure.)

Figure 5.11 shows that the when IDSA is disabled, approximately 40 percent of

the average node’s pong cache is poisoned, regardless of the number of nodes in the

network and the cache size of the nodes. On the other hand, when the aggressive

IDSA is enable, only approximately 11 percent of the cache is poisoned, once again,

irrespective of the number of nodes in the network and the cache size. From this figure

we can conclude that enabling the IDSA limits the level of poisoning in a manner

that is proportional to the number of nodes, and that the results of our 100-node

simulations are likely to scale to networks of larger sizes.

5.4.8 Malicious Node Detection

IDSAs limit poisoning by attempting to distribute node ids equally across all of the

pong caches. While we are able to eliminate a significant amount of poisoning with

IDSAs, if we would like to further eliminate poisoning, we may need to employ a

malicious node detector (MND). Result R8 tells us how well a MND used on its own

(without an IDSA) mitigates poisoning, and we compare the performance of a MND
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to the performance of the aggressive IDSA. Result R9 considers using a MND and

the IDSA together.

R8. A MND needs to have an accuracy of at least 60 percent to achieve better

results than the aggressive IDSA when c = m. Higher accuracies are needed for

comparable performance with the IDSA as m increases.

Figure 5.12 shows how the number of poisoned entries in the steady state decreases

as the accuracy of a MND increases. If the number of malicious nodes in the system

is equal to the cache size (m = 5), we can see that a MND with an accuracy of 60

percent results in about 60 poisoned entries in the steady state. Figure 5.9 discussed

in the previous section shows that enabling the aggressive IDSA (without using a

MND) also results in about 60 poisoned entries (when c = m = 5). As the number

of malicious nodes increases, the MND needs to become more and more accurate

to achieve a level of poisoning comparable to that which can be achieved with the

aggressive IDSA. The trade-off that needs to be considered is that the aggressive

IDSA is (relatively) simple to implement, while MNDs of increasing accuracy may be

harder to implement and may consume increasingly more system resources.
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Figure 5.12: E1: Malicious Node Detection with IDSA Disabled

R9. A MND may be required in systems in which the number of malicious nodes

is greater than the pong cache size. Else, the aggressive IDSA will be sufficient to

mitigate poisoning.
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Figure 5.13 shows the level of steady state poisoning that can be achieved when

both the aggressive IDSA and a MND are employed. If the number of expected

malicious nodes in the system is on the order of the cache size (m = 5), we can see

that employing a MND results in a marginal benefit even if the detector is over 90

(but not 100) percent accurate. On the other hand, as the number of malicious nodes

increases significantly beyond the cache size, detectors of increasing accuracies can

significantly reduce poisoning.
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Figure 5.13: E2: Malicious Node Detection with Aggressive IDSA

5.5 Discussion

In the results we have obtained so far, we can see that with MRU CRP, IDSAs, and

DNP, the effects of poisoning could still be significant and that GUESS, as a protocol,

is highly vulnerable to pong-cache poisoning.

If no additional mechanisms are in place in the network to detect malicious nodes

and remove them from the network, then these policies limit damage to the network

due to undetected malicious nodes. While the simulations we conducted here assumed

that the pong cache size of good nodes can accommodate five percent of the node

ids in the network, we recommend that nodes use as large caches as possible to

mitigate pong-cache poisoning. To further limit poisoning due to malicious nodes, it
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is imperative that additional mechanisms such as MNDs that detect malicious nodes

and eliminate them from the network be used.

It may be possible for MNDs to function without using any additional application-

level mechanisms, but application-level mechanisms may greatly assist detection. For

instance, in our model, we assumed that malicious nodes always returned other ma-

licious node ids in pongs. In a sense, all the entries in the caches of malicious nodes

“point” to each other, and form a “clique.” As an example of a malicious node de-

tection method that does not use any additional application-level knowledge, good

nodes could attempt to detect such “cliques.” That is, when good nodes receive node

ids in pongs, they could attempt to piece together information about which nodes are

pointing to which other nodes to detect such cliques in the network. Of course, such a

mechanism might be hard to design because malicious nodes might not always return

other malicious node ids in a real system, and a good node might have to exchange

many pings and pongs to piece together this type of information.

Alternatively, nodes may take application-level information into account to decide

which nodes are good and which nodes are malicious. If the protocol is to be used to

support file-sharing, for instance, we could use the number of authentic search results

obtained to help make an assessment of whether a node is or is not malicious. Of

course, a file authenticity or reputation (i.e. [56]) system might need to be employed

to come to a quality determination as to whether or not a file is authentic.

In our ongoing future work, we are exploring various application-level mechanisms

that could be used to construct MNDs, extending our model to take these mechanisms

into account, and evaluating their impact on limiting pong-cache poisoning using

additional metrics.

5.6 Related Work

As discussed in Chapter 1, much research on security in P2P systems has worked

to mitigate attacks against four distinct, but related, system properties: availability,

authenticity, anonymity, and access control. As explained in Secton 5.2, our work

here focuses on addressing attacks against the first two of these system properties,
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availability and authenticity, in a GUESS P2P network.

While GUESS is just beginning to be studied by the academic research com-

munity [199], some research does exist on security in traditional Gnutella systems.

In particular, [39] and [41] study availability and authenticity issues in traditional

Gnutella. Work has also been done that studies how to use a P2P network to prevent

DoS attacks on the Internet [94]. Papers such as [30] and [166] study how to use

P2P networks to provide anonymity to users. Current P2P networks are plagued by

digital rights management and access control issues, and [16] outlines some of the

problems in this area. While the papers that we have mentioned so far focus mainly

on unstructured P2P networks, [188] and [26] outline how security issues in DHTs

might begin to be addressed.

We refer the reader to [139] for more complete coverage of related work in the

area of secure P2P systems.

5.7 Chapter Summary

In this chapter, we defined a simple model of a GUESS network. We outlined the

key decisions that nodes need to make to discover new nodes and manage their pong

caches to mitigate pong-cache poisoning.

We ran simulations based on our model, and evaluated different options for the

key decisions. Based on the results of our simulations, we found that:

• Introductions are essential to achieving liveness. We propose adding introduc-

tions as a basic mechanism in GUESS.

• We suggest using MRU CRP to slow down the rate of poisoning. However, we

observe that MRU CRP does not limit poisoning in the steady-state.

• An IDSA can be used to limit poisoning in the steady-state. We recommend

adding support for an IDSA in GUESS to mitigate pong-cache poisoning.

• If the number of malicious nodes is less than pong cache size, the IDSA is

sufficient to limit poisoning, else a MND needs to be used.
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• A DNP scheme can be used to reduce the number of malicious node ids that

can poison a pong cache at any one time.

This chapter closes our study of application-layer DoS in P2P networks. In Chap-

ters 2 and 3, we studied flooding-based DoS in the unstructured Gnutella P2P net-

work. In Chapter 4, we studied DoS in the Chord DHT. Having studied DoS in the

non-forwarding GUESS protocol in this chapter, we have completed our study of DoS

in each of the major types of P2P networks.

In the next two chapters, now that we have developed some techniques to contain

attacks in P2P networks, we will explore a commerce achitecture that can be used in

a P2P network (Chapter 6), and an implementation of that architecture (Chapter 7).



Chapter 6

Digital Wallet Architecture

In the previous chapters, we studied application-layer DoS in P2P networks. Now

that we have developed and tested various policies that can be used to contain such

attacks, we turn our attention to how we might support e-commerce in P2P systems.

We propose that nodes in P2P systems use “digital wallets” to conduct e-commerce

transactions with other nodes. The nodes in such a P2P system could be owned and

run by users, vendors, and/or banks. In this chapter, we specifically factor out the

similarity between the interfaces used by user, vendor, and bank nodes such that the

three types of nodes can be architected to interact in a P2P fashion.

A digital wallet is a software application that guides a user through a commerce

transaction by helping him or her choose a payment instrument (such as a credit

or debit card) that is acceptable to both the user and the vendor, and carries out

the execution of the payment transaction. We define the term payment instrument,

as well as several other terms that we will use in this chapter in Section 6.1. A

number of wallet designs have recently been proposed, but we will argue they are

typically targeted for particular payment instruments and operating environments.

In this chapter, we describe a wallet architecture that generalizes the functionality of

existing wallets, and provides simple and crisp interfaces for each of its components.

Before proceeding to describe the main features of our wallet architecture, we first

introduce some terminology that we will use in this chapter and the next.

205
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6.1 Terminology

In this section, we briefly define some terminology necessary for understanding our

wallet architecture. The wallet architecture is described in the next section.

6.1.1 Instrument Instance and Instrument Class

An instrument instance (or, instrument, for simplicity) is a collection of state in-

formation representing economic value that a protocol can operate on as part of an

electronic commerce transaction. For example, “Gary’s Citibank Mastercard” is an

instrument whose state is made up of his full name, credit card number, and ex-

piration date. The instrument may also store other information such as his billing

address.

It is important to note that an instrument, in the context of this paper, is a digital

proxy for an instrument in the “physical” world. “Gary’s Citibank Mastercard” is, in

reality, an agreement or contract between Gary and Citibank which may be made up

of a signed credit card application in addition to other documents such as a contract

stating Gary’s credit limit and the terms of the agreement. The digital represen-

tation of this instrument, however, only contains state parameters that are relevant

for conducting commerce transactions with that instrument, and the instrument’s

digital representation need not contain the actual contract. In the case of “Gary’s

Citibank Mastercard”, for example, the digital instrument may only contain those

state parameters necessary for the SET protocol [183] to execute an online payment

operation.

Each instrument belongs to an instrument class. An instrument class defines the

structure of the state information necessary to store an instance of a given instrument,

as well as behavior that is common to all instruments of that class. Examples of

instrument classes are CyberCoin [37], ecash [54], or Mastercard. “Gary’s Citibank

Mastercard” is an instance of the Mastercard instrument class.
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6.1.2 Protocol

A protocol defines a sequence of steps that accomplish a particular operation using

a specified instrument. In each step, the protocol may send information to a peer,

or process information locally. For example, in one step the protocol may create a

certificate containing the user’s account number and payment amount. In the next

step, it may send the certificate to the peer.

The work of a protocol is to execute a correct sequence of steps to accomplish a

requested operation; the sequence is not necessarily static and pre-determined, but

may vary dynamically depending upon requests and responses sent between the peers

executing the protocol. In general, a payment protocol is one that supports a PAY

operation and whose sequence of steps results in a transfer of economic value between

two or more peers. SET is a payment protocol that may be used to transfer monetary

value from a bank to a vendor’s account, while concurrently (and atomically) debiting

the user’s credit card account, under the condition that the resulting balance does

not exceed the user’s credit limit.

Figure 6.1: Protocol and Instrument Class Compatibility

A protocol may conduct operations using one or more instrument classes. A pro-

tocol that can conduct an operation with an instrument class is said to be compatible

with that instrument class. For instance, the SET protocol is compatible with both

credit card and debit card instrument classes, and may be used to execute payment

operations with both credit cards and debit cards (see Figure 6.1). The CyberCash

Protocol, on the other hand, may only be compatible with the CyberCoin instrument
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class.

6.1.3 Client

A client is a human user or a software agent. A software agent may allow the user to

make online purchases or participate in online auctions, for instance.

6.1.4 Digital Wallet

A digital wallet is a software component that provides a client with instrument man-

agement and protocol management services. Instrument management and protocol

management are defined in Section 3, but, in brief, are services that allow the wallet

to 1) install and uninstall instrument classes and protocols, 2) create, update, and

delete instruments and protocols, and 3) execute protocols. Digital wallets are capa-

ble of executing an operation using an instrument according to a protocol. A digital

wallet presents its client with a standard interface of functions; in the case that the

client is a human user, this standard interface of functions may be accessed through

a graphical user interface (GUI).

A digital wallet can be implemented as a software library that can be statically-

linked (at compile-time) or dynamically-linked (at run-time) into an end-user, bank,

or vendor application. A digital wallet software library provides the application that

it is linked into with instrument management and protocol management services. The

digital wallets that are linked into vendor and bank applications provide these man-

agement services in the same way that end-user digital wallets do. A vendor’s digital

wallet, however, may be part of a much larger software application that communi-

cates with order and fulfillment systems. Similarly, a bank’s digital wallet may be

part of a larger application that is integrated with general ledger, profit & loss, and

reconciliation systems.

Furthermore, a wallet is not limited to being a plug-in or applet or some other

extension of a web browser. A digital wallet with a graphical user interface may also

run as an application on its own, or even as part of a P2P file sharing application

that allows users to pay for files they download from others. A digital wallet may
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also run on computers that are not connected to the Internet such as smart cards or

personal digital assistants. The user interface to the digital wallet may vary in such

cases. In the case of a PDA, for example, the digital wallet may have a pen-based user

interface. In the case of a smart card, the digital wallet may have no user interface at

all. Nevertheless, in each case, the set of functions that the digital wallet’s interface

presents to its client should be the same.

6.1.5 Peer

A peer is a software thread or process that may be an end-user, vendor, or bank wallet

that is capable of performing operations on instruments according to a protocol.

6.1.6 Session

A session is an interaction between two peers, and state information that may be

built up over time as a result of interaction between the two peers may be stored in a

Session object. One peer is said to initiate a session, while the receiving peer is said

to service the session. The Session object keeps track of which peer is the initiator

and which is the servicer.

6.2 SWAPEROO Architecture

The architecture we propose in this chapter has four key features. Existing proposals

have some of these features, but we believe that none provides all of them in a

comprehensive way. We first describe the key features of the architecture before

describing the architecture itself.

6.2.1 Key Features

• Extensible. A wallet should be able to accommodate all of the user’s different

payment instruments, and inter- operate with multiple payment protocols. For

example, a digital wallet should be able to “hold” a user’s credit cards and
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digital coins, and be able to make payments with either of them, perhaps using

SET [183] in the case of the credit card, and by using a digital coin payment

protocol in the latter case. As banks and vendors develop new payment instru-

ments, a digital wallet should be capable of holding new payment instruments

and making payments with these instruments. For instance, vendors should be

able to develop electronic coupons that offer discounts on products without re-

quiring that users install a new wallet to hold these coupons and make payments

with them. Similarly, airlines should be able to develop frequent-flyer-mile in-

struments so that users may pay for airline tickets with them.

Many existing commercial digital wallet implementations are not extensible.

They support limited, fixed sets of payment instruments and protocols, or re-

quire extra coding effort to support each instrument and protocol combination.

In this scenario, end-users may need to use different wallets depending upon

the payment instrument they want to use, and may even need to use different

wallets to make purchases from different vendors. The CyberCash wallet, for

example, only supports payments using certain credit cards and “CyberCash

Coins.” [37] Similarly, DigiCash’s ecash Purse only supports ecash issued by

a set of issuer banks [54]. The Millicent wallet only supports scrip used to

make micro-payments [118]. Furthermore, while most existing wallets support

at least one protocol for issuing payments, few support protocols for other types

of financial transactions such as refunds or exchanges.

There do exist efforts to build digital wallets that support multiple payment in-

struments and payment protocols such as the Java Wallet [89] and the Microsoft

Wallet [130]. In addition, some of these efforts are beginning to gain support

as evidenced by initiatives such as CyberCash’s development of a CyberCoin

Client Payment Component (CPC) for the Microsoft Wallet, allowing users to

make payments with CyberCash coins using Microsoft’s Wallet. Unfortunately,

these wallet architectures do not provide all of the features we describe next.

• Symmetric. Vendors and banks run software analogous to wallets, which man-

ages their end of the financial operations. Since the functionality is so similar, it
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makes sense to re-use, whenever possible, the same infrastructure and interfaces

within end-user, vendor, and bank wallets. For example, the component that

manages payment instruments (recording account balances, authorized uses,

etc.) can be shared across these different participants in the financial opera-

tions. If the wallet components that are re-used are extensible, then we auto-

matically get extensibility at the bank or vendor. So, for instance, an extensible

instrument manager will allow the bank or vendor to easily use new instruments

as they become available.

Current wallet implementations are often not symmetric. For instance, the com-

ponents that make up the Microsoft Wallet are client-side objects. Seemingly

little infrastructure is shared between the server-side CGI-scripts that process

electronic commerce transactions, and the client-side Active/X controls that

make up the wallet.

• Non-web-centric. Interfaces should be similar regardless of what type of device

or computer the user, bank, or vendor application is running on. A digital

wallet running on an “alternative” device, such as a personal digital assistant

(PDA) or a smart card, for example, has substantial functionality in common

with a digital wallet built as an extension to a web browser. Thus, a digital

wallet in these environments should re- use the same instrument and protocol

management interfaces.

Many existing wallet architectures such as the Microsoft Wallet and the Java

Wallet are heavily web- centric (as they are implemented as Active/X controls

or plug-ins, respectively). With the exception of the JECF’s (Java Electronic

Commerce Framework’s) [89] recent inclusion of a smart card API, these wal-

lets do not even begin to address issues surrounding digital wallets running on

“alternative” devices (such as PDAs), or in non-web environments.

• Client-Driven. The interaction between the wallet and the vendor, we believe,

should be driven by the client (i.e., the customer). Vendors should not be

capable of invoking the client’s digital wallet to do anything that the end-user

may resent or consider an annoyance. For example, a vendor should not be able
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to automatically launch a client’s digital wallet application every time the user

visits a web page that offers the opportunity to buy a product. Imagine what

life would be like if, simply by walking into someone’s store, the store owner

had the right to reach into your pocket, pull out your wallet, hold it in front of

you, and ask you if you wanted to buy something! A client-driven approach for

building a digital wallet is important because software which customers consider

“intrusive” will hinder the success of electronic commerce for all participants

involved.

Some commercial wallets are not purely client-driven, since some of them can

allow vendors to invoke a user’s wallet simply by either: 1) having the user visit

the vendor’s web site, or 2) having the vendor send the user email. (See Section 6

for details.) When a vendor invokes the Java Wallet, for example, the splash page

screen of the wallet applet is brought up and the user is prompted to enter her wallet

password.

The wallet architecture we propose here has the features we have described. Specif-

ically, 1) it can inter-operate with multiple existing and newly developed instruments

and protocols; 2) it defines standard APIs (Application Programming Interfaces) that

can be used across commerce applications for instrument and protocol management;

3) it builds a foundation general enough to implement digital wallets on “alterna-

tive” devices in addition to wallets as extensions to web browsers; and 4) it ensures

that electronic commerce operations, including wallet invocation, are initiated by the

client. Our contribution here is not a set of “new” services for wallets, but rather

a flexible architecture that incorporates the best of existing ideas in a clean and ex-

tensible way. To verify some of our functionality claims, we have implemented this

architecture in Java and C++. The Java version supports most of the features de-

scribed in the body of the paper. In addition, while the C++ version implements

only a subset of the features described here, it does provide support for digital wallets

to run on non-traditional devices such as PDAs. These implementations run on the

Windows and PalmOS platforms, and implementation details are described in the

body of the paper.
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6.2.2 Design

In the following, we present an extensible, symmetric, non-web-centric, and client-

driven architecture for digital wallets.

In the SWAPEROO architecture, the interaction between a client wallet and a

peer wallet roughly works as follows: Once a session is initiated by the client and the

peer wallet prepares to service the client, the client can determine what instrument

classes are available on the peer wallet, and then select an instrument class that is

common to both peers. After an instrument class is selected, protocol management

functions are called to determine what available protocols may be used to conduct

operations on an instrument of the selected class. Depending upon what protocols

are shared, a protocol is selected. The protocol supports certain operations for the

selected instrument class, and the client may invoke those operations on an instrument

instance. This interaction is described in detail in Section 5.

A digital wallet is an object that has four required key architectural component

objects: a Profile Manager, an Instrument Manager, a Protocol Manager, and a

Wallet Controller (see Figure 6.2).

Figure 6.2: The SWAPEROO Digital Wallet Architecture

In Figure 6.2, objects within the dotted lines are the core components of the wallet

object . We assume that communication between the core components of the wallet
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object is secure such that sensitive data structures containing private information

about users and their instruments may be passed between objects within the wallet.

In a real wallet implementation, this “boundary” around the secure components of

a wallet may be supplied by the operating system by having the core components

reside within the address space of a process. This approach, of course, assumes

that the operating system is trusted and safe. A trusted operating system will not

itself attempt to compromise the security of the wallet, and a safe operating system

allegedly has no loopholes which would allow other malicious software it is running

to compromise the security of the wallet by reaching into its address space.

Since code modules that implement instruments and protocols may be obtained

from different sources, they cannot all be mutually trusted. In particular, it should not

be possible for instruments or protocols developed by a software vendor to compromise

the privacy, security, or functionality of instruments or protocols developed by another

software vendor. At the same time, it is beneficial to have instruments and protocols

run within the same address space such that they can exchange private data efficiently.

Two approaches should both be taken to accomplish these conflicting goals. Code

modules that implement instruments and protocols should, first of all, be digitally

signed by their source (i.e. the software vendor that developed the module). As part of

the installation process of such a code module into a wallet, the signature on the code

module should be checked to determine if the module can be trusted. Secondly, after

installation of the module, a capabilities-based security model needs to be employed

to protect modules of code from each other. In such a model, a called object would be

able to authenticate the object calling it by verifying that object’s digital signature.

The security model may also provide support to allow an object calling another object

to verify the called object’s digital signature. Under such a security model, objects

that implement various instruments and protocols may authenticate each other at

run-time to prevent potentially “malicious” calls from taking place. Implementing

such a security model was beyond the scope of our work. A Java-version of such a

security model is addressed by [76], and could be re-used within our work.

Objects that are outside the dotted lines reside in a different address space. How-

ever, under a capabilities- based security model in which these external objects are
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only granted the appropriate capabilities to access privileged data, they may option-

ally reside in the address space of the wallet process itself, or can be dynamically-

linked into the wallet process.

All components of the wallet are briefly described below except for the wallet’s

Cryptographic Engine (which has been excluded from Figure 6.2, since all components

of the architecture within the wallet may use the Cryptographic Engine to encrypt

sensitive data). The Cryptographic Engine resides within the wallet’s address space.

We now describe the key components of a wallet:

1. The Instrument Manager manages all of the instrument instances contained

in the wallet, and may be queried to determine which instrument classes and

instances are available to execute a given payment or other operation.

2. The Protocol Manager manages all of the protocols that the wallet may use

to accomplish various operations, and invokes protocols to carry out the in-

teraction between the digital wallet and the vendors and banks. The Protocol

Manager relies on the Communication Manager to process low-level communi-

cations requests with other peers representing banks and vendors.

3. The Wallet Controller presents a consolidated interface for the entire wallet to

the client by coordinating the series of interactions between the Profile Manager,

Instrument Manager, and Protocol Manager necessary to carry out high-level

requests received from the client, such as “purchase a product.” The Wallet

Controller hides the complexity of the other components of the wallet, and

provides a high-level interface to the client. A non-human client, or software

agent, can make method calls on the Wallet Controller’s interface through the

Client API. A human client may use a graphical user interface (GUI) which

may make method calls on the Wallet Controller. The Wallet Controller also

handles end-user authentication and access control for operations in the wallet.

4. The User Profile Manager manages information about clients and groups of

clients of the wallet including their user names, passwords, ship-to and bill-to

addresses, and potentially other profile information as well. In addition, the
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Profile Manager keeps access control information about what financial instru-

ments each user has the authority to access, and the types of operations specific

users have the privilege to execute with them.

5. The Communication Manager provides the wallet with an interface to send and

receive messages between a wallet and a peer by setting up a “connection” with

a remote Communication Manager. The Protocol Manager builds on top of the

“connection” abstraction to support the concept of a session. A “connection” is

typically asynchronous, while communications between peers in a session occur

in (message,response) pairs where one peer sends a message, the other peer

receives the message, executes some action, and returns a response. Depending

upon the implementation of the Communication Manager, the messages may be

sent over different types of networks using different communication protocols.

For example, one implementation of a Communication Manager may send and

receive messages over the Internet using HTTP requests and responses over a

TCP/IP ethernet network. In this case, a session may be made up of a sequence

of several HTTP GET messages and their corresponding responses. Another

implementation of a Communication Manager may understand the details of

how to talk to another peer using a particular P2P protocol. For instance,

when Gnutella nodes communicate with each other, they send each other XML-

based messages over HTTP. Yet another implementation of a Communication

Manager may send and receive messages over an RS232 port. Note that the

Protocol Manager is responsible for making calls to the Cryptographic Engine

to encrypt any data that is passed to the Communication Manager, such that

the data can be securely transmitted over the communications medium. The

Communication Manager cannot be responsible for encryption of sensitive data

from the wallet because it is not a core component, and can be replaced by

another Communication Manager to run the wallet on another device, or over

a different kind of network. If the Communication Manager is relied upon to

encrypt sensitive data, then the Communication Manager might be replaced

with a malicious Communication Manager that sends all sensitive data to an
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adversary.

6. The Client API is an interface provided by the Wallet Controller that may be

used by a software agent acting on behalf of an end-user, vendor, or bank.

7. The User Interface provides a graphical interface to the services offered by the

Wallet Controller’s interface. The User Interface is an optional component of

the wallet. Some devices, such as most smart cards, do not have the ability

to display a graphical user interface, and hence the Wallet Controller interface

must be accessed through the Client API. Note that the User Interface is a core

component within the wallet because certain parts of the user interface have

access to sensitive user data. For example, the edit box object into which a

user enters the password to “unlock” the wallet should run within the wallet’s

protected address space. On the other hand, customization of the wallet’s user

interface presents an important branding opportunity for banks and vendors

that distribute wallets.

8. The wallet’s user interface exports parts of its interface as the User Interface

API to satisfy both the privacy and customization requirements. Methods in the

User Interface API may be overloaded by software vendors to render customized

parts of the interface. The User Interface API also decouples the GUI so that

the GUI can be run on a thin client, such as a network computer, while the core

components of the wallet can be run on a server.

We will now describe each of the required core components of the digital wallet.

6.2.3 Instrument Management

The Instrument Manager is responsible for managing instrument instances, as well

as information about classes of instruments. Instrument Management is made up of

the following services: instrument capability determination, instrument installation,

instrument storage and retrieval, and instrument negotiation. Before describing the

Instrument Manager interface in detail, we will first briefly describe the instrument

objects that the Instrument Manager is responsible for storing and retrieving.
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An instrument may be a financial instrument that can be used to make a payment,

such as a credit card, debit card, or electronic coin. More generally, however, an in-

strument is made up of state information representing economic value that a protocol

can operate on. For example, a digital cash instrument’s state can be made up of

its dollar (or other currency) value digitally signed by its issuing bank. The protocol

used between an end-user wallet and a vendor wallet supports a VERIFY operation

which verifies that the cash is authentic by applying the issuing bank’s public key to

the coin.

While end-user, vendor, and bank wallets share many code modules, some spe-

cialization is appropriate. Instruments may have to be managed slightly differently

in end-user, vendor, and bank wallets. To illustrate this, we consider a trivially sim-

ple digital cash instrument example; please note that in real systems such a naive

digital cash scheme is not viable because of real-world security, efficiency, and perfor-

mance considerations. In this “toy” digital cash example, every time that a vendor

receives a digital coin signed by a client’s private key, the vendor needs to keep track

of that signature in addition to its dollar value in its digital cash instrument. On the

other hand, the client may want to keep track of the vendor’s signatures on coins she

signed for purposes of non-repudiation in her digital cash instrument. Although this

is a simple case, we can begin to see that the state information for the digital cash

instrument may differ depending upon whether or not the digital cash is being stored

in the end-user’s wallet or in the vendor’s wallet.

Consider a digital cash instrument whose instrument class is Digital-Cash-Instrument.

We derive two subclasses from our Digital-Cash- Instrument to manage the different

implementations of the digital cash instrument on the different peers. A Vendor-

Digital-Cash-Instrument is stored on the vendor, and is able to store a list of client’s

digital coin signatures. A Client-Digital- Cash-Instrument is able to store the vendor’s

signature on the client-signed coins. Although the Vendor-Digital-Cash-Instrument

and the Client-Digital-Cash-Instrument, for the most part, present similar interfaces

since they both derive from Digital-Cash-Instrument, the subclasses present special-

ized interfaces to their respective callers to access client or vendor-specific instrument

information. Note once again that this is a trivial example, and is provided simply
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to illustrate that the representation of the digital cash instrument may need to be

specialized depending upon whether the peer is a user, vendor, or bank.

In addition to providing access to instrument information in the digital wallet’s

memory, the Instrument Manager provides interfaces to store and retrieve instru-

ments to and from persistent storage. Note that the Instrument Manager may make

calls, if necessary, to the wallet’s Cryptographic Engine to encrypt instrument state

information in preparation for writing this information to persistent storage, and for

decrypting instrument state information when reading this information back from

persistent storage.

Upon initialization, the Instrument Manager determines what instrument classes

the wallet is capable of using by consulting a configuration file, dynamically deter-

mining this through introspection, or by accessing a Capabilities Management service

[7]. Alternatively, the Instrument Manager can dynamically download an instrument

class from a trusted third-party, and install it. The Instrument Manager may call

the Cryptographic Engine to verify that the instrument class code is signed by the

trusted third-party. Once the code supporting the appropriate instrument classes is

loaded, instrument instances can be created by the user, but more often are loaded

from encrypted files on the user’s local hard disk, or even potentially from a file server

on a network. Finally, the Instrument Manager supports methods to create, modify,

commit changes to, and delete instrument instances under transactional semantics.

The Instrument Manager supports methods that query for available instrument

classes to conduct instrument negotiation. Note that in our client-driven approach

there is no way for a vendor to “Offer” instrument capabilities as there might be

in [9], unless the vendor is explicitly queried.

6.2.4 Protocol Management

The Protocol Manager is responsible for managing protocol objects. Protocol Man-

agement is made up of the following services: protocol capability determination,

protocol installation, and protocol negotiation.

Upon initialization, the Protocol Manager determines what protocols the wallet
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is capable of using. As with Instrument Managers, this information can typically be

read from a configuration file, determined dynamically through introspection, or can

be accessed through a Capabilities Management service [7]. Once this information

is determined, a class representing each protocol is loaded into memory, and one

instance of each protocol class is instantiated. The instantiation of each protocol

instance can be delayed until the Protocol Manager needs to use that protocol.

A protocol is capable of performing operations with an instrument. The exact

operations that the protocol can support during a particular session may depend

upon the type of peer the wallet is connected to. Consider, for example, a digital coin

instrument, and associated digital coin protocols. During a session in which the wallet

is connected to a bank, the digital coin protocol may provide deposit and withdrawal

operations. On the other hand, while connected to a vendor, the digital coin protocol

may provide purchase and refund operations. Protocol objects are responsible for

ensuring that such operations take place under transactional semantics.

Furthermore, the Protocol Manager is capable of conducting protocol negotiation

with peers for a specified instrument class. That is, the Protocol Manager is capable

of determining which protocols the local and remote peers share in common for the

specified instrument class. The Protocol Manager accomplishes protocol negotiation

with a peer through a Protocol Negotiation Protocol (PNP). Protocol Negotiation

Protocols are subclasses of Protocol in our architecture, and are managed in the

same way as other protocols are managed, with the exception that the Protocol Man-

ager must successfully load a PNP upon initialization. At least one PNP must load

successfully such that it may engage in protocol negotiations with peers. Additionally,

although a wallet may load more than one PNP upon initialization, the particular

PNP that will be used to conduct protocol negotiation must be fixed by both peers

before a session is initiated, otherwise a PNP to decide which PNP to use becomes

necessary, and so forth.

Protocols may be compatible with one or more instrument classes, and a protocol

object is capable of determining whether or not it is compatible with an instrument

class. Once an instrument class is chosen by the client, the Protocol Manager may

query the protocol objects it manages to determine which ones are compatible with
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the chosen instrument class. If more than one protocol is compatible with the chosen

instrument class, the Protocol Negotiation Protocol may pass the list of compatible

protocols to the instrument class to allow the instrument class to determine which

protocol is optimal for that instrument class.

To illustrate with an example, consider two protocols, Clear-Text-HTTP-Post and

SET-Protocol, that are both compatible with a VISA-Credit-Card instrument. When

the Protocol Manager calls the Clear-Text-HTTP-Post protocol’s compatible-With

method passing the VISA- Credit-Card instrument class as an argument, the return

value will be true. Similarly, when the Protocol Manager calls the SET-Protocol

protocol’s compatible-With method passing the VISA- Credit-Card instrument class

as an argument, the return value will also be true. Both protocols may not be

available on both the client and the peer, but in the case that they are, the PNP

may call the instrument class’s get-Preferred-Protocol method passing both protocols

as parameters. The instrument class is responsible for determining which protocol is

optimal (using its own definition of optimal), and the VISA- Credit-Card instrument

class may return SET- Protocol in favor of Clear-Text-HTTP-Post to obtain the best

possible security for subsequent operations.

In summary, a protocol object is responsible for determining compatibility with an

instrument class, the PNP is responsible for determining the availability of protocols

between peers, and an instrument class can be called upon by a PNP for determining

optimality amongst several compatible protocols available to both peers.

6.2.5 User Profile Management

The User Profile Manager stores information about clients and groups of clients of the

wallet. The model we assume is one in which a client is a person or software agent that

has authorization to use one or more financial instruments. It is important to note

that most existing wallet implementations only allow for clients that are human users

and not software agents. However, for the sake of discussion in this section, we will use

the terms client and user interchangeably. A group is a set of clients that have access

to a set of shared financial instruments, and each client within a group is authorized
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to conduct financial transactions with the set of shared financial instruments. When

financial instruments may be shared between clients in a group, the instruments

may or may not be used concurrently by two or more users in the group depending

upon the type of the instrument. Although the User Profile Manager provides access

to information about which clients are authorized to use which instruments, and

who “owns” or may access which instruments, the Instrument Manager (described in

Section 3.2) provides synchronized, concurrent access to use instruments, such that

conflicting operations are prevented. For example, a wallet should ensure that digital

cash owned by a group of clients does not get doubly spent because two clients attempt

to concurrently make a payment using the same digital cash instrument instance.

An example of a group might be a corporate department. Each employee in the

department may have access to a set of shared financial instruments, but depending

upon an employee’s position within the company, the employee may be authorized to

only conduct transactions under a certain amount.

6.2.6 Wallet Controller

The Wallet Controller provides an interface to all of the services that the wallet may

offer to external objects. The “outside world” cannot see, and does not have direct

access to any of the components internal to the wallet such as the Instrument or

Protocol Managers. In our implementation, the components of the wallet are all

private data members of the Wallet- Controller class.

Once a Wallet Controller method is invoked, the Wallet Controller coordinates the

steps that need to be carried out among the User Interface, Profile Manager, Instru-

ment Manager, Protocol Manager, and Cryptographic Engine to execute a payment

or other operation. Before accessing or carrying out an operation with instrument

instance data, the Wallet Controller makes the appropriate calls to the User Profile

Manager to ensure that the user involved has the appropriate privileges to carry out

the operation.
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6.3 Vendor and Bank Digital Wallets

Figure 6.3: Symmetric Vendor and Bank Wallet Architectures

The end-user wallet interacts with bank and vendor wallets to execute commerce

transactions. The bank and vendor wallets have architectures symmetric to the user’s

digital wallet, as shown in Figure 6.3.

In place of a User Profile Manager, the bank wallet has an Account Profile Manager

that allows the bank to manage non-financial information about the bank’s clients.

(Financial information about the bank’s clients is stored in instruments in the bank’s

Instrument Manager.) Similar to the way in which the User Profile Manager maintains

access control information about instrument instances, the Account Profile Manager

does the same for the bank wallet. The Bank Controller queries the Account Profile

Manager before accessing instrument instance data to determine whether or not the

user has the appropriate authorization to conduct a transaction; in the case that a

users credit line has been overdrawn, or if the users credit card has been cancelled,

the Account Profile Manager would return an error response to the Bank Controllers

query.

In the vendor wallet, the User Profile Manger is replaced with a Customer Profile

Manager, which is used to store access control information about its customers in the

case of non-anonymous transactions. For example, the Customer Profile Manager

might store the users age, and the Vendor Controller may query the Customer Profile

Manager to determine if the user is above a certain age to purchase a product.
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A key difference between the Wallet Controller running in the end-user application

and the Bank and Vendor Controllers running in the bank and vendor applications,

respectively, is that the end-user Wallet Controller drives the wallet interaction, and

it is active, in that it generates requests and receives responses. The Bank and

Vendor Controllers, on the other hand, are passive, in that they receive requests and

generate responses. A Wallet Controller generates requests, and these requests are

pushed down through its Communication Manager and out to the peer wallet. Peer

wallets receive requests through their Communication Managers, and the requests are

propagated to and are serviced by the Bank and Vendor Controllers.

The Instrument, Protocol, and Communication Managers used by the end-user,

bank, and vendor are one and the same, and are re-used across the wallets.

6.4 Wallet Operation and Interaction Model

In this section, we describe how our symmetric, client- driven wallets operate and

interact during a session to execute a payment. (Executing any other operation such

as a refund happens in a similar fashion, and may possibly require only a subset of the

steps described below.) In our example here, we assume that the “ordering” phase of

the shopping interaction is complete, and the necessary “invoice” (containing infor-

mation about what products and/or services the end-user would like to purchase) is

stored in a property list called inv as a set of (name, value) pairs. We will describe

the process from the point of view of the end- user wallet, and we will use the diagram

in Figure 6.4 as an aid. To the right of the states in Figure 6.4, we supplement the

figure with the method names from our wallet implementation that an application

would invoke on the Wallet Controller. Methods in boldface are public in the Wallet

Controller’s interface, while methods in regular font are private to the Wallet Con-

troller. Finally, the careful reader will note that the methods seem single-threaded;

it is because the wallets in our implementation are single-threaded. However, we can

easily extend to the multi-threaded case by passing the Session object to each method

(excluding initiate-Session()), or by instantiating one Wallet Controller per session.

Although we describe the interaction from the end-user wallet point of view, it
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Figure 6.4: Wallet Interaction Model and Wallet Controller Interfaces

is important to keep in mind that a vendor or bank’s wallet can also be a client in

a wallet interaction. For example, as part of a transaction with the end-user wallet,

a vendor’s wallet may act as a client and initiate a session with a bank’s wallet to

obtain credit authorization information for a purchase.

6.4.1 Initialization / Session Initiation

When an application is launched, static initialization takes place before it starts exe-

cuting. During static initialization, the wallet components including the Instrument
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Manager, Protocol Manager, and Profile Manager are constructed and initialized.

After static initialization, the wallet may be “unlocked” by supplying login/password

information and a session with a peer wallet may be initiated.

The Wallet Controller presents the user’s login and password to the User Profile

Manager to determine if the user should be allowed to use the wallet. The Wallet

Controller also passes the user’s password to the Instrument Manager so that it may

use the password to decrypt instrument instances and/or the user’s private key from

persistent store.

To initiate a session, the initiate-Session method in the Wallet Controller is called,

passing a Peer object as a parameter. (A Peer object contains the peer’s name and

details about how to set up a session with that peer.) The Wallet Controller’s initiate-

Session, in turn, calls the Protocol Manager’s initiate-Session to initiate the session.

The Protocol Manager makes calls to the Communication Manager to set up the

session with the remote peer using the underlying communication mechanism.

6.4.2 Instrument Class Negotiation

The first step that takes place after session initiation is instrument class negotia-

tion. In this step, the clients wallet can determine what instrument classes are known

to both wallets by 1) determining what instrument classes are known to its Instru-

ment Manager, 2) determining what instruments are known to the remote Instrument

Manager, and 3) computing the intersection.

Those instrument classes that are available to both wallets may offer different

terms and conditions for purchasing a given set of products or services. As an example,

the price of a product may vary depending upon whether the customer decides to

pay using a credit card or using ecash. Furthermore, extended warranties may be

offered in the case that a credit card is used to make a purchase. For each available

instrument class, the instrument class negotiation step also determines these terms

and conditions.

To start instrument class negotiation, the application calls the Wallet Controller’s

get-Instrument- Classes method with the invoice information, inv, as an argument.
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(The invoice information is included to determine the available instrument classes

because some instrument classes may not be applicable for certain types of purchases.

Also, the inv property list is populated with the terms and conditions described

above such that the terms and conditions become part of the invoice.) The Wallet

Controller then calls its get-Local-Available-Instrument- Classes method to determine

what instrument classes the local wallet supports and are available. The Wallet

Controller makes this determination by, in turn, making a call to the Instrument

Manager to determine what instrument classes are available to the wallet. Then,

the Wallet Controller calls its get-Remote- Available-Instrument-Classes method to

determine what instrument classes the remote peer is capable of dealing with.

The call to get-Remote-Available- Instrument-Classes results in a remote proce-

dure call to the peer’s Wallet Controller. To respond to the get-Remote-Available-

Instrument-Classes procedure call, the remote Wallet Controller calls its get-Local-

Available-Instrument-Classes. Other calls of the form get-Local... and get-Remote...

described in the following sections work similarly. Also, in our implementation, the

get-Remote- Available-Instruments call populates a “price” property stored in inv

with a list of (instrument class, price) pairs to indicate the different prices that would

be charged for using the corresponding instrument classes in addition to reporting the

available instrument classes. The call chain for instrument class negotiation is de-

picted in Figure 6.5. Solid arrows in Figure 6.5 indicate method calls from the object

from which the arrow originates, and dotted arrows indicates the return of control.

(The Wallet Controller relies on the Communication Manager to handle the low-level

details of executing the remote procedure call described above, but the actual calls

that the Wallet Controller makes to the Communication Manager have been omitted

from Figure 6.5 to keep the diagram simple. Also, arguments and return values for the

methods have been omitted from Figure 6.5 for the same reason, but this information

can be found in Figure 6.4.)

To digress momentarily from the end-user wallet’s point of view, note that, in

Figure 6.5, after the vendor’s Wallet Controller calls its local Instrument Manager

to determine what instrument classes are available, it may optionally “notify” the

Vendor Application. The vendor Wallet Controller gives the Vendor Application
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the ability to subscribe to various events and possibly filter the results before they

are returned to the end- user’s Wallet Controller. Although this capability is not

of crucial importance during instrument class negotiation, it is useful to notify the

Vendor Application of other events, such as the successful execution of a payment.

If the Vendor Application is, for example, a front-end for a vending machine, the

vending machine would dispense the appropriate product after receiving notification

that payment was successfully transferred.

Figure 6.5: Instrument Class Negotiation Call Chain

To complete instrument class negotiation, theWallet Controller calls get-Common-

Instrument- Classes to compute the intersection of available instrument classes. The

results received from get- Local-Available-Instrument-Classes and get-Remote-Available-

Instrument- Classes are passed as parameters to get-Common- Instrument-Classes.
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Once instrument class negotiation is completed, the application is presented with

a list of instrument classes with which the user may execute a transaction. The user

must select one or more instrument classes before the next step, protocol negotiation,

can begin, since the choice of what protocols can be used to execute a transaction is

dependent upon the instrument classes that the user selects. In a typical purchase, one

instrument will be used to purchase the products and services specified in a specific

inv record. However, multiple instruments, possibly of different instrument classes,

may be used to make such a purchase, and protocol negotiation for each instrument

class would need to be carried out.

6.4.3 Protocol Negotiation

Once the instrument class has been negotiated, the application may call the Wal-

let Controller’s negotiate-Protocol method to start protocol negotiation. The Wal-

let Controllers negotiate- Protocol method, in turn, calls the Protocol Managers

negotiate-Protocol method. The Protocol Managers negotiate-Protocol method then

calls the doOperation method of the currently active Protocol Negotiation Protocol

(PNP), and also sends a message to the peer informing it that the local wallet is

entering the protocol negotiation step. The peer will symmetrically call its PNP’s

do- Operation.

The default PNP that we implemented calls the Protocol Manager’s get-Local-

Available-Protocols method to obtain a list of protocols available that are locally

compatible with the selected instrument class, and then calls get-Remote-Available-

Protocols to determine the protocols that the remote wallet supports for the selected

instrument class. The PNP finally calls get-Common-Protocols to compute the in-

tersection. This default protocol negotiation mechanism is similar to instrument

negotiation.

Although we implemented the simple PNP above, the remote peer could respond

to get-Remote- Available-Protocols with a list of available protocol names and the

location of the signed code for those protocol classes. Such an implementation of a

PNP may decide to download, dynamically link, and install a protocol that is not
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locally supported by the Protocol Manager if the user agrees to permit the wallet to

do so. Such a PNP may expedite the case in which the intersection of locally and

remotely available protocols is the null set, which would prevent the wallets from

executing a transaction. The Java Electronic Commerce Framework (see Section 6),

for example, employs such a mechanism as the default behavior. Finally, since the

notion of a Protocol Negotiation Protocol has been abstracted out in our architecture,

a PNP such as JEPI’s UPP protocol (see Section 6) could be used in place of our

default PNP .

6.4.4 Protocol Selection

If the result of protocol negotiation for a given instrument class yields one specific

protocol, then protocol selection is automatic, and that protocol will be used to

execute transactions with instruments of the given instrument class. On the other

hand, if more than one protocol is available for a given instrument class, then a

preferred protocol needs to be selected by the client’s instrument class.

If the PNP reports more than one protocol in common, the Wallet Controller calls

the instrument class’s get- Preferred-Protocol method as mentioned in Section 3.2.

The instrument class selects an appropriate protocol among the ones available based

on a variety of parameters, such as the type of device on which the wallet is running,

the level of network connectivity and bandwidth available, the dollar amount of the

transaction, or user preferences.

For example, when executing a transaction using a wallet on a PDA with limited

processing power but with a direct connection (via a docking port or cradle) to a

vendor’s cash register, an unencrypted session protocol might be preferred over an

encrypted session protocol since the link could be assumed to be secure, and key

exchange processing overhead need not be incurred to provide for a faster transaction.

Such information about device characteristics and connectivity may be obtained from

a system properties table similar to the table returned by Java’s System.getProperties

method. In general, policies regarding how to carry out protocol selection based on

such parameters is beyond the scope of this paper; our architecture does, however,
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provide a framework and the appropriate “hooks” for such policies to be implemented

by implementing and/or overloading the get-Preferred-Protocol method.

Once the protocol is selected for the given instrument class, the Wallet Controller

invokes set-Local- Transaction-Protocol and set-Remote- Transaction-Protocol with

the instrument class and selected protocol as arguments. Following protocol selection,

the application may inquire what operations the selected protocol makes available by

calling the Wallet Controller’s get-Available-Operations method. Protocols offer dif-

ferent sets of operations depending upon the instrument class over which the protocol

executes and, as described in Section 3.2, whether the peer wallet is a bank or vendor.

6.4.5 Transaction Execution

At this point, the application can present the user a list of the available operations

and the user can select one of them for execution. After that, the user must select an

instrument instance of a previously selected instrument class on which to execute the

operation. To obtain a list of possible instrument instances that the user may choose

from, the application calls the Wallet Controller’s get-Instruments method passing

the previously selected instrument class as a parameter. The application presents a

list of the names of each of the returned instrument instances to the user, and the

user can choose one of the instrument instances.

Once an operation and instrument instance are selected, the application calls

the Wallet Controller’s execute- Transaction method with these parameters, along

with the invoice information stored in inv. After the Wallet Controller verifies that

the user has the appropriate privileges to execute the transaction by querying the

User Profile Manager, the Wallet Controller calls the Protocol Managers execute-

Transaction method. The Protocol Manager then calls the do-Operation method of

the appropriate protocol object. The peer wallet is sent a message informing it of

the name of the protocol and operation that is to be executed, and it then starts

executing that protocol. The peer will symmetrically call the appropriate protocol

object’s do-Operation method on its side. The protocol objects then execute all of

the necessary actions to accomplish the operation.
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The operation may or may not execute successfully. An exception will be thrown

by the do-Operation method if the operation fails. The remote vendor or bank ap-

plication will typically subscribe to its wallet’s EXECUTE TRANSACTION events,

and will be notified of a failed operation.

Until this point in the discussion, we have described the various wallet states in

succession, but it is important to note that the application may decide to negotiate

over a different instrument class or select a different protocol. For instance, after

transaction execution, the application may return to the instrument negotiation step

to select another instrument class for the next operation. As a second example, after

selecting an instrument class, and after protocol negotiation and selection takes place,

the application may decide that the range of operations available from the vendor for

that instrument class and protocol combination is not acceptable. At that point, the

application may decide to choose another protocol instead, and protocol negotiation

will be conducted once again until a protocol is chosen and another set of operations

can be presented to the user. In general, after instrument class negotiation the appli-

cation can return to any previous step in the wallet interaction. (The extra arrows

entailed by this have been left out of Figure 6.4 to keep the diagram uncluttered.)

This capability can also allow payments to be executed in multiple steps with

different instruments. For example, if the price of making a given purchase is constant

regardless of the instrument class, the vendor may accept receiving large payments as

a combination of several smaller payments of different instruments. After instrument

class negotiation takes place, the end- user selects multiple instrument classes, and

protocol negotiation and selection is completed for each one. The end-user then

specifies the amount to be paid with each instrument, and the transaction execution

step occurs for each instrument. If the payment fails for any one of the instruments,

the user may be prompted to select an alternate instrument, or REFUND operations

need to be executed for all the other instruments to abort the payment. The wallets

involved must take advantage of transaction management services to ensure that

recovery and rollback are executed correctly in the face of machine or network failures.

Finally, as presented above, when the user chooses an instrument class, protocol

negotiation and selection are done for that instrument class, and the user then selects
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an instrument instance and an operation to execute. If there are many different

possible instrument class, protocol, and available operation options, this approach

will best guide the user through the interaction. On the other hand, if there are

relatively few instrument classes, protocols, and available operation options, then

forcing the user to go through all those steps may be overkill. To avoid these extra

steps, the application can hide some steps from the user even though both wallets

must go through each of the steps.

Consider an example in which the user has only a few instrument instances, and

wants to quickly make a payment. After initiating a session, the user application

may call get-Instrument-Classes and then call get-Instruments for each instrument

class returned to obtain all instrument instances, saving the user of having to select

an instrument class. The user application can present the user with a choice of all

instruments. After the user chooses an instrument with which to make the payment,

the application determines the instrument class from the instrument object by calling

the Instruments get-Instrument-Class method, and then does protocol negotiation

and selection for the instrument class. If it turns out that no protocol is available for

that instrument class, an error is reported to the user. Similarly, if it turns out that

a protocol can be selected, but that the PAY operation is not available, an error is

reported to the user. If a suitable protocol can be selected, and the PAY operation

is available, the user is saved from having to explicitly select an instrument class.

6.4.6 Close Session / Shut Down

In general, the application may close the session at any time. In the typical case,

the application may do so after transaction execution, but may also do so after, for

instance, finding that it does not share any instrument classes in common with a

vendor. A peer application has the option of closing the session (but may just return

an error if desired) if the application makes an invalid call, such as calling a method

with an instrument class that is undefined or with an instrument class that it did not

return as the result of get- Remote-Available-Instruments.

The application should “lock” the appropriate instrument instances upon closing a
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session. The results of all instrument negotiation, protocol negotiation, and protocol

selection are forgotten upon close of the session, although the wallet architecture may

be extended to include a feature to support caching of such information in the future.

After closing all sessions, the user may decide to shut down the wallet, at which

point all wallet components save any unsaved information to persistent storage.

6.5 Related Work

• Java Wallet / Java Electronic Commerce Framework. [5] The Java Wallet is

not purely client-driven. In Sun’s Java Electronic Commerce Framework, elec-

tronic commerce operations are initiated when a merchant server sends a Java

Commerce Message (JCM) to a client’s web browser. A JCM has a MIME-type

of application/x-java-commerce, and the client’s web browser will invoke the

Java Wallet once the JCM message is received [21]. By convention, a vendor

should not send a JCM to a client unless the client clicks a “PAY” button on

a form on the vendor’s web site. However, there is nothing preventing a ven-

dor from sending a JCM to the client and invoking their wallet in response to

the client simply visiting a page on the vendor’s web site. These JCMs may

be generated by CGI (Common Gateway Interface) scripts or servlets on the

server-side, and sent to the client to invoke the Java Wallet. Alternatively,

a JCM may also be generated by an applet that is downloaded to the client

browser. In this case, the applet can make a method call on the JECF installed

on the client to invoke the Java Wallet. Another way in which a vendor can

invoke a user’s Java Wallet in an unsolicited fashion is by sending them HTML

email with such an applet embedded within it. Users that run HTML email

readers that are integrated with their web browser, such as Netscape Navigator

or Microsoft Internet Explorer and also have the JECF installed can have their

wallet automatically invoked upon reading unsolicited email received from ven-

dors. In order to render the HTML email message, the HTML will be parsed

and the Java Virtual Machine will be started to render the applet the vendor
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embedded in the email. In this scenario, the applet on the page will start exe-

cuting, generate a JCM, and make a JECF.startOperation method call passing

the generated JCM as a parameter to invoke the user’s Java Wallet.

Vendors can use these mechanism to urge customers to make impulse purchases

simply by invoking an end- user’s wallet when the end-user visits their web site

or receives email from them. Customers may resent this feature since it gives

vendors the ability to “take the customer’s wallet out of his pocket.” In our

architecture, a user must explicitly launch the wallet to make a payment; this

allows the user to make the payment when he or she pleases, and not when the

vendor decides it is the appropriate time to pop-up the user’s wallet.

Besides being client-driven, our digital wallet architecture supports the notion

of a session while the JECF does not. In our model, once a client decides to

initiate a session with a vendor, state information may be accumulated through-

out the session, and multiple operations may take place during a single session.

After initial instrument and protocol negotiation, the negotiated selections are

retained as part of the state information in the session, and making additional

payments thereafter does not require re-negotiation for each payment opera-

tion between the wallet and vendor. This mechanism allows us to implement

lightweight instruments and protocols to execute micro-payments. However, in

the JECF model, a separate JCM from the vendor is required to execute each

commerce transaction, and all of the arbitration, negotiation, and selection may

need to be done for each JCM. This can make the execution of micro-payments

more costly in the JECF model.

• Microsoft Wallet. [130] The Microsoft Wallet is composed of two Active/X con-

trols: an Address Selector control, and a Payment Selector control. This model

is also not purely client-driven, since vendors embed these controls on web pages

on their web site to prompt the user to make a payment. Furthermore, the se-

lection of the protocol is not client-driven. Within an HTML tag passed as a

parameter to the Payment Selector control is an “accepted types” string which

contains a list of (instrument class,protocol) pairs that are acceptable to the
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vendor. Upon choosing an instrument class, the accepted types are scanned

from left to right searching for the first occurrence of the selected instrument

class, and the corresponding protocol is chosen. Since the vendor orders the

accepted types string, the vendor has the ability to choose a protocol that is

advantageous to itself and disadvantageous to the client. For example, the ven-

dor may choose a protocol that may lower its transaction cost, but that may

take a longer time to execute over the network, costing the client more in net-

work access charges. In our architecture, the Protocol Negotiation Protocol

objects running on both the wallet and the vendor negotiate on the protocol to

be used for a selected instrument class, and the client is not locked into using

the fixed algorithm hard-coded within the Payment Selector control.

• IBM Generic Payment Service. [2] IBM Zurich Research proposes a Generic

Payment Service as part of the SEMPER (Secure Electronic Marketplace for

Europe) project. The service gives the user the ability to have multiple “purses,”

each representing a different payment system. The concept of a “purse” in the

contexts of the Generic Payment Service roughly corresponds to a combination

of an instrument instance and an associated protocol.

• Shopping Models. [96] The Shopping Models Architecture formalizes many dif-

ferent customer, merchant, and payment service interactions in terms of order,

payment, and delivery event handlers. Our wallet architecture addresses pay-

ment in the context of Shopping Models. The wallet and vendor controllers, for

example, expand on the interfaces that the CustomerPayment and Merchant-

Payment event handlers present in the context of that work.

• U-PAI (Universal Payment Application Interface). [95] U-PAI proposes a stan-

dard interface to multiple payment mechanisms. A U-PAI AccountHandle fits

into our architecture as a combination of an Instrument and a Protocol ob-

ject since the AccountHandle’s interface provides methods to access instrument

data, such as an account balance, as well as methods to execute a payment such

as startTransfer.
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• JEPI (Joint Electronic Payments Initiative). [12] JEPI was a joint initiative

between the W3 Consortium and CommerceNet whose goal was to develop a

payment selection protocol as an extension to HTTP. JEPI’s UPP [60] protocol

is an example of a Protocol Negotiation Protocol in our architecture. Assuming

a Communication Manager that is capable of sending HTTP messages (with the

appropriate PEP extensions), UPP may be implemented within our architecture

as a Protocol Negotiation Protocol.

• NetBill. [34] In the NetBill protocol, payment is guaranteed to happen atomi-

cally with the delivery of goods by involving a trusted third party. To implement

the NetBill payment mechanism in our architecture, the end-user wallet, vendor,

and trusted third party applications would execute a NetBill payment protocol

that would interact with NetBill money instrument objects.

• SET. [183] SET is a secure electronic transaction protocol developed jointly

by Visa and Mastercard. As mentioned previously in examples throughout the

paper, SET is a protocol object within our architecture that can be used to make

payments, as well as execute other operations defined in the SET protocol, with

Mastercard and VISA credit card instrument classes.

• GEPS (Generic Electronic Payment Services). [7] In the context of GEPS, the

Instrument Manager takes advantage of Capabilities Management (CM) and

Method Negotiation (MN) services. The Protocol Manager takes advantage

of Capabilities Management (CM), Method Negotiation (MN), and Transac-

tion Management (TM) services. The User Profile Manager takes advantage of

Preferences Management (PM) services.

6.6 Chapter Summary

We propose a new generalized digital wallet architecture for nodes in a P2P network

that is extensible, symmetric, non-web- centric, and client-driven. This architecture

not only is extensible enough to inter-operate with multiple instruments and proto-

cols as some existing wallet architectures are, but also incorporates other desirable
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features of a digital wallet architecture in a comprehensive way. In particular, the

SWAPEROO wallet architecture also

• Factors out symmetric infrastructure and interfaces that may be common among

end-user, vendor, and bank wallets. The factoring out of this commonality

allows us to design digital wallets for nodes that interact in a peer-to-peer

fashion.

• Generalizes to operating environments beyond the WorldWide Web, such that

digital wallets can be developed for “alternative” devices such as PDAs and

smart cards without re-inventing a new design for the wallet, and

• Ensures that the client is the proactive party in the payment phase of the

shopping interaction.

Our proposed generalized digital wallet architecture has been implemented in

Java and C++. Using our implementation, we built a digital wallet application for

the PalmPilot personal digital assistant, and a vendor application that interfaces

with a vending machine; the details of that particular implementation using the

SWAPEROO wallet architecture is described in the next chapter.



Chapter 7

E-Commerce on the PalmPilot

In the previous chapter, we described a digital wallet architecture that can be used

for e-commerce between nodes in a P2P network. In this chapter, we describe an

implementation of the SWAPEROO architecture that allows for payments between

a PDA-based user node, and a server-based vendor node. We demonstrate that the

PDA-based user node need not be tamper-resistant. That is, we need not build

explicit hardware or software mechanisms that cause the device to self-destruct if a

malicious party attempts to access its memory in an unauthorized fashion. Rather,

we can provide an acceptable level of performance and security even without tamper-

resistance.

The implementation work that we describe in this chapter was conducted in 1999.

As such, experiments and performance measures reflect hardware and software avail-

able at that time. While the absolute performance of the operations that we describe

is surely outdated, the relative performance of the various cryptographic operations

(signatures, verifications, etc.) may still be valid. The characteristics of the hard-

ware (memories, CPUs, persistent storage) have experienced significant change, as

components have been miniaturized and their performance has increased orders of

magnitude, as predicted by Moore’s Law. Indeed, the functionality of the PDA (Per-

sonal Digital Assistant) has been folded into many cellular phones of today.

Nevertheless, for the purposes of this dissertation, our main point in this chap-

ter is that the devices we describe can be viewed as non-tamper-resistant, portable

239
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commerce devices that can function as peers in a P2P network.

7.1 Introduction

The explosive growth of the market for Personal Digital Assistants (pda’s) has led

to a wealth of new applications for them. In this chapter, we experiment with e-

commerce for pda’s. Our motivation is clear: since consumers are already carrying

digital assistants, why not use them for payments? For example, one could walk up to

a vending machine, connect the pda to the machine via the infrared link and make a

purchase. One application of our system does just that (see Section 7.4.2). One may

wonder whether electronic commerce on a pda is any different than e-commerce using

other digital devices such as smartcards or desktops. The answer is simple – pda’s

are a middle ground between smartcards and desktops. They posses advantages and

disadvantages over both. As a result, payment schemes and e-commerce applications

need to be fine tuned to properly execute on a pda.

When compared with smartcards, pda’s appear to be at a disadvantage: (1) they

are not tamper resistant, (2) unlike many smartcards they are not equipped with

cryptographic accelerators, and (3) they do not have limited lifetime as many smart-

cards do. These features (especially tamper resistance) are helpful in simplifying real

world payment schemes. On the other hand, pda’s have several advantages over

common smartcards. First and foremost, they have a direct line of communication

with the user. Common smartcards can only interact with the user through an un-

trusted reader. In addition, unlike smartcards pda’s have a reasonable (yet limited)

amount of non-volatile memory1. Consequently, they can store a longer transaction

log. pda’s are also better at general purpose computations; for example, compu-

tations that take place during protocol negotiation. We note that when comparing

smartcards and pda’s the issue of unit cost is irrelevant – pda’s may become just as

widely deployed as smartcards.

1The PalmPilot III comes with 2 megabytes of RAM. A Windows CE machine typically has four
to eight Megabytes. We note that most memory on a pda is devoted to applications such as an
appointment book. A commerce application can only use a small portion of the memory on the
device.
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When compared with desktops, pda’s appear to be at a disadvantage once again.

Due to their limited memory capacity, they can only store a limited amount of finan-

cial instrument data, and a limited number of transaction certificates. Similarly, due

to their limited computing power they cannot engage in complicated cryptographic

protocols. An intensive protocol such as SET [183] may take too long to execute on

a pda. On the other hand pda’s are portable and can be used in many environments

where a desktop is not available.

The above discussion explains why many existing payment systems cannot simply

be ported to a pda. One must design the system keeping in mind both the limited

security features and the limited computation resources. In this paper, we describe

our experience with building a payment system for 3Com’s popular PalmPilot [1]. Our

system is designed to be portable, and the lessons we learned apply to other pda’s,

e.g. ones based on Windows CE. Our choice for using the PalmPilot is due its current

dominance of the pda market. We note that existing financial applications [65] for

the PalmPilot enable one to keep track of spending, but none provide a payment

scheme.

To implement an e-commerce system one must start with a basic framework for

making payments. Our starting point is the digital wallet architecture described in

the previous chapter. We stress that the wallet only provides the skeleton for this

work. Our main focus in this chapter is the design of payment components that

can be adequately used on a pda. We describe these in Section 7.3. The system

implementation details are presented in Section 7.4, where we also describe our first

vendor: the Pony Vending Machine. We begin by describing the (lack of) security

features on the PalmPilot.

7.1.1 Existing PalmPilot Security Features

All data on the PalmPilot is stored in either ROM or RAM. The PalmPilot does

not have a disk drive or any other form of persistent memory. The RAM on the

PalmPilot is divided into dynamic and storage memory. Dynamic memory is used as

working space. It holds the program stack and other short term data. On the other
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hand, storage memory is non-volatile and plays the role of a disk drive on desktops.

Databases in the storage RAM are the equivalent of files on a disk drive. A database on

the PalmPilot is made up of a sequence of records. Database access on the PalmPilot

is somewhat different than a traditional operating system. In traditional systems, a

file is read into memory before data stored in it can be accessed or modified. On the

PalmPilot, database records are always in memory. There is no need to move them

into dynamic storage to operate on them. They can be edited in place.

Unfortunately, Palm OS provides very little support for access control. Although

databases have a creator ID associated with them, the operating system does not pre-

vent an application from opening a database that does not belong to it. Consequently,

malicious applications can easily tamper with sensitive data on the PalmPilot. Indi-

vidual records in databases have a “secret” attribute associated with them. However,

the core OS only views this attribute as a suggestion. There is nothing preventing

an application from gaining access to records marked secret. Essentially, the secret

attribute tells the application not to display these records unless the user types in

a password. The application itself is not prevented from processing records marked

secret. It is a bit surprising that although the OS provides a facility for requesting

the user to enter a password, it does not provide any support for encrypting data

using the password.

The lack of support for access control has prompted a number of developers to

attempt to remedy the situation [184]. A number of shareware applications for the

PalmPilot enable the user to store data in an encrypted database. This is especially

useful when using the PalmPilot to store sensitive information such as PIN’s and login

passwords. Unfortunately, at the moment these applications use weak encryption. We

note that Ian Goldberg [75] ported to the PalmPilot the cryptography-related parts

of Eric Yung’s SSLeay library. We make use of this port in our protocols.

To summarize, access control on the PalmPilot is poor. The operating system

does not enforce access control and there is no support for privacy via encryption.

This is very different than a typical smartcard operating system where there is a

clear partitioning of memory between applications. We hope future versions of the

PalmPilot will pay more attention to security issues. This is likely to be the case
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as indicated by the recent collaboration between Certicom and 3Com. Certicom is

integrating its elliptic curve encryption technology into Palm OS. Finally, we note

that things appear to be better on Windows CE, where some support for access

control is provided by the operating system.

7.2 E-Commerce for a PDA

If pda’s are to be used for digital payments, they will most likely be restricted to

small payments (i.e. transactions under 10$). For larger payments one may wish to

rely on stronger security properties. Our hope is that pda’s may be used in both

local and remote payment transactions. For local transactions, a user may walk into

a shop, place the PalmPilot in the vendor’s cradle (or use the infrared port) and make

a payment. For remote transactions, one may connect the pda to the Internet (using

a pda modem or by using a desktop as a gateway). The two modes are different:

for local transactions there is no need to encrypt communication on the wire. For

remote transactions, one must first establish a secure link to the vendor. Throughout

the discussion in this section we do not distinguish between the two modes. At the

moment, our implementation only supports local transactions that do not require link

encryption.

7.2.1 Performance of Cryptographic Primitives on the PalmPi-

lot

We provide timing measurements for cryptographic primitives running on the PalmPi-

lot2. These timing measurements help determine if a payment scheme is feasible for

the PalmPilot or if it is too complex. The PalmPilot Professional runs on a Motorola

DragonBall chip (68K family) at 15MHz. The figures below are given in milliseconds.

We first note that generating RSA key pairs is very expensive on the PalmPilot.

Typical PalmPilot users turn on their PalmPilot perhaps five or six times per day,

2The performance figures for DES, SHA-1, and RSA operations were obtained using Ian Gold-
berg’s port of SSLeay. The figures for ECC operations were obtained using CertiCom’s Security
Builder SDK Release 2.1
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Algorithm Time Comment
DES encryption 4.9ms/block 4900ms for 1000 encryptions
SHA-1 2.7ms/block 2780ms for a 1000 long hash chain
512 bit RSA key generation 360 seconds on average
512 bit RSA sig. generation 7028ms
512 bit RSA sig. verify 438ms e = 3
512 bit RSA sig. verify 1376ms e = 65535
163 bit ECC-DSA key generation 590ms
163 bit ECC-DSA sig. generation 800ms
163 bit ECC-DSA sig. verify 2340ms

Table 7.1: Timing measurements for cryptographic primitives on the PalmPilot

and use the device on the average of a few minutes each time. Even when on, the

CPU spends most of its time sleeping, waiting for user input, due to the power

managment routines built into PalmOS. Given this usage model, the batteries last

for approximately four to six weeks for the average user. To generate a 512-bit RSA

key pair, six minutes of pure computation time is required of the CPU. In addition

to inconveniencing the user at wallet setup time, RSA key pair generation drains

the PalmPilot’s batteries. One may argue that the key pair could be generated on

a desktop and downloaded to the PalmPilot, but this limits mobility since setup

must take place on the user’s PC. Clearly, an arbitrary PC cannot be trusted to

generate the user’s private key. If 1024-bit keys are to be generated on the PalmPilot,

approximately 20 minutes of pure computation would be required. On the other hand,

elliptic curve key pair generation is about two orders of magnitude faster.

As might be expected, DES encryption and SHA-1 hashing are relatively fast

as compared with signatures. This suggests that an efficient implementation of a

payment protocol for a PDA-based platform should attempt to take advantage of

these operations in favor of signatures as much as possible.

RSA signature generation is somewhat slow, taking approximately five seconds.

Our payment protocols take about 900ms seconds when stripped of the cryptogra-

phy. Hence, RSA signature generation time is significant in comparison to the entire

transaction time. These figures suggest that protocols involving multiple signature

generations (e.g. SET) are too complex for the PalmPilot.



7.2. E-COMMERCE FOR A PDA 245

Our choice of using 512 bits RSA, rather than 1024, is due to the fact that our

application is targeted towards small payments. For small payments, 512 bits may

provide adequate security.

The figures for 163-bit ECC-DSA key generation and signature generation are

considerably more efficient than the corresponding 512-bit RSA operations which

suggests that ECC-based key generation and signature operations are more feasible for

use in commerce protocols on the PalmPilot. ECC-based verification does, however,

take several times longer than RSA-based verification.

To summarize, there exists an asymmetry between the performance of RSA and

ECC operations. We would like our payment protocols to be as efficient as possi-

ble, and both signature generation and verifications may be necessary parts of the

protocols. If we need to generate signatures on the PalmPilot, we would like to

generate ECC-based signatures, since ECC-based signature generation is faster than

RSA signature generation. On the other hand, if we need to verify signatures on

the PalmPilot, we would like to use RSA since RSA signature verification is faster

than ECC-based signature verification. We will show how we take advantage of this

asymmetry in our payment protocols in Section 7.3.2.

7.2.2 Authentication

Common smart cards do not have any means of directly communicating with their

owner. They must do so through an untrusted card reader. As a result, it is diffi-

cult for the owner to authenticate himself or herself to the card. Often, smartcards

require the owner to enter a password. However, there is nothing preventing the ma-

chine operating the card reader from recording and replaying the password [72]. The

smartcard cannot use challenge-response authentication since humans are incapable

of participating in such protocols.

On the other hand, a pda has a direct line of communication with its owner.

To activate a transaction, the wallet controller prompts the user for a password.

This password is used for two purposes: first, it authenticates the owner to the

pda. Second, as we shall see in the next section, we use the password to decrypt
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specific instrument data. Note that the user is prompted for a password only once

a transaction is about to take place. Prior to this, the pda may freely communicate

with the vendor.

Unfortunately, entering a password on the PalmPilot is somewhat painful. Clearly,

it is desirable to enter the password in no-echo mode. However, since characters

are entered using error prone Graffiti, no-echo makes it hard to correctly enter the

password. We note that the standard security utility on the PalmPilot prompts the

user to enter a password in full echo mode!

7.2.3 Memory Management and Backups

Since Palm OS provides very limited access control, one must ensure that malicious

applications do not have access to private financial information. They must also be

prevented from tampering with such data. Our solution is to store all instrument

data in encrypted form. This is automatically done by the Instrument Manager [40].

Encryption is done using the user’s password which must be entered in order to initiate

a transaction. We also append a cryptographic checksum to ensure data integrity.

Nevertheless, malicious applications can delete encrypted instrument data blocks.

There is no way to prevent this other than to rely on a backup copy stored on a desktop

PC. The HotSync Manager application distributed with the PalmPilot automatically

backs-up these databases. In the case that the wallet application discovers corrupted

data, it may ask the user to perform a HotSync with the desktop. Of course, care

must be taken to ensure that already spent digital cash is not doubly spent after the

backup process.

7.3 PDA-PayWord: A Payment Scheme Optimized

for a PDA

The lack of tamper resistance on a pda is unfortunate, although not fatal. Tamper

resistance on smartcards can simplify payment protocols such as those used in stored

value techniques (see e.g. Mondex [135]). However, one must keep in mind that
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tamper resistance is not impenetrable (see [5]). As a result, payment schemes on

smartcards must also have some mechanisms in place to discourage tampering. Here,

a pda has an advantage over a smartcard: it has more memory and processing power,

and can incorporate stronger mechanisms to discourage tampering. We chose to avoid

stored value techniques and instead focused on a hash-chain-based digital cash scheme

based on PayWord [173]. pda-PayWord is our implementation of PayWord.

Hash-chain-based micropayment schemes have been studied extensively. The idea

of using hash chains to reduce the number of signature generations was independently

discovered by a number of groups. These include PayWord [173], Pederson’s tick

payments [153], micro-iKP [83] and NetCard [6]. Jutla and Yung [23] study a variation

where hash trees are used rather than chains. Hash chains are based on a technique

due to Lamport [102].

Since we wish to focus on the PalmPilot (user) to vendor interaction (rather than

vendor to bank), we allow the bank and vendor to reside on the same machine. This

tight coupling between the vendor and bank can be broken at any point in the future.

7.3.1 Overview of PDA-PayWord

This section contains a high-level overview of pda-PayWord. A discussion of the

design trade-offs involved in pda-PayWord is given in the next section, and a detailed

discussion of our PalmPilot implementation can be found in Section 7.4.3.

pda-PayWord is a pre-pay, vendor-specific variant of a hash chain system. To

setup a chain of coins the PalmPilot generates Yk = h(k)(Y0) where h(i) denotes a

repeated iteration of a hash function (we use SHA-1). Y0 is kept on the PalmPilot

as part of a hash chain instrument. The PalmPilot sends Yk, k, d to the bank. The

bank returns a hash chain certificate containing Yk, k, d, a vendor-id, an expiration

date, and a signature of the certificate using the bank’s private key. k is the pre-paid

height of the hash chain and d is the denomination of each Yi. To spend the ith

coin when Yk−j was the last coin spent, the PalmPilot sends Yk−j−i = h(k−j−i)(Y0),

i, and the hash chain certificate to the vendor. Initially j = 0, and i = 1. Recall,

these are vendor specific chains and the vendor can verify that the PalmPilot is not
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double-spending or over-spending.

7.3.2 Discussion of pda-PayWord Design Choices

As described in [173], PayWord was designed to amortize the cost of signatures across

multiple purchases and minimize on-line communication. In addition to these goals,

pda-PayWord: 1) minimizes the number of and time spent executing cryptographic

operations on the user’s wallet, and 2) minimizes storage requirements for the hash

chain instrument on the user’s wallet.

In pda-Payword, the user’s wallet must first generate a hash chain instrument

and obtain a hash chain certificate from the bank that binds the “coins” in the hash

chain to real value. In this “withdrawal” phase of the protocol, the user’s wallet

sends Yk, k and d to the bank to request a widthdrawal of k ∗ d dollars. The bank

needs to ensure that the request is being made by the user herself, and therefore pda-

Payword requires that this widthdrawal request be signed. Since this signature needs

to take place on the PalmPilot, the withdrawal request is signed using an ECC-DSA

signature (as opposed to an RSA signature) to minimize the signature generation

time. (Recall that from Table 7.1, ECC-DSA signature generation takes 800ms,

while RSA signature generation takes over 5000ms.)

After the bank receives the withdrawal request and verifies the user’s signature,

the bank then generates a hash chain certificate, signs it, and sends it to the user’s

wallet. The user’s wallet then needs to verify that the bank’s signature on the cer-

tificate is authentic. This verification takes place on the PalmPilot, and we would

like the verification to be as efficient as possible. As such, in pda-PayWord, the bank

signs the hash chain certificate using a RSA signature (as opposed to an ECC-based

signature) since RSA verification is several times more efficient on the PalmPilot than

ECC-DSA signature verification. By taking advantage of the asymmetery between

the performance of RSA and ECC signature and verification times, we are able to

minimize the amount of time spent on the PalmPilot executing cryptographic oper-

ations.

To achieve our second goal of minimizing storage requirements, pda-PayWord
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only stores Y0 as part of the instrument data in the user’s wallet, rather than the

entire hash chain. The chain is recomputed for every transaction. This is done

to save storage space on the PalmPilot, and incurs little cost since hashing on the

PalmPilot is sufficiently fast. In contrast, on a smartcard, one might have to store

every ith payword along the hash chain since hashing may not be as quick. Of course,

a PalmPilot could also take advantage of this to reduce the time spent hashing if the

user decides to give the wallet more memory in which to run. In our implementation,

we conservatively assumed the user would not want the wallet to use more than the

minimal amount of storage necessary. Also, thanks to its speed, the PalmPilot can

manage longer hash chains than a smartcard.

7.4 System Design

We briefly summarize some of our design choices. We demonstrate the user interface

as well as explain the internal implementation of the various protocols involved. In

Section 7.4.2 we describe our first vendor, a vending machine in our building.

7.4.1 Wallet Design & Implementation

Our SWAPEROO-based implementation consisted of a digital wallet application writ-

ten in C++ for the PalmPilot, and a Java implementation of the vendor application.

Timing measurements were obtained by running the user’s wallet on a PalmPilot

Professional with 1MB of RAM. The PalmPilot Professional runs on a Motorola

DragonBall chip at 15MHz. The bank/vendor application runs on a dual processor

400 MHz Pentium II PC with 128MB of RAM.

Communication between the PalmPilot and the PC was conducted using TCP/IP

over a serial RS232 communications channel.

User Interface

The user interface is a collection of forms running on the PalmPilot. When interacting

with the vendor, they guide the user through the choice of available items for sale.
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The user chooses an item and is then asked to choose the payment method, i.e. the

payment instrument to be used for the purchase. Once the instrument is selected,

the appropriate purchase protocol is activated. As a first step, the user is asked to

enter a password to unlock the instrument data. A subset of the forms guiding to

the user through its interaction with the vendor is presented in Figure 7.13.

Product negotiation

We implemented a simple protocol enabling a vendor to download a set of items along

with their prices onto the PalmPilot. This protocol is used to convey the customer’s

choice back to the vendor. Once the required item is agreed upon by both parties

the wallet controllers on both the vendor and client take control and execute the

transaction.

Instrument and Protocol Negotiation

Instrument negotiation is done by computing the intersection of available instrument

types on the vendor and the customer wallets. The set of instruments in the in-

tersection is presented to the user who chooses one of them. We hope the list of

available instruments will increase over time. Once the transaction is initiated, the

two parties negotiate which protocol is to be used to carry out the transaction (for

a given payment instrument there may be multiple protocols offering different levels

of efficiency and security). Protocol negotiation is done via a Protocol Negotiation

Protocol (PNP) as explained in [40].

Instrument Storage on the PalmPilot

Instruments carry some financial information with them. For example, in the case

of a pda-PayWord instrument, the data includes the bottom end of the hash chain,

the current position on the hash chain to be spent, and other parameters as well.

Each of our instruments is implemented as an encrypted database on the PalmPilot.

3These figures were produced by taking a snapshot of our wallet application running under the
copilot emulator
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Figure 7.1: Example interaction with the vendor. The top form displays available
items for sale. The bottom form displays the user’s choice and the list of available
payment instruments. The textual description of items will eventually be replaced by
icons.

This data resides in non-volatile memory and is backed up to the desktop during a

HotSync.

Link Encryption

At the moment the implementation assumes all transactions are local, i.e. the PalmPi-

lot is placed into the vendor’s cradle. The PalmPilot does not establish a secure link

to the vendor since there is little concern that a direct line between the PalmPilot

and vendor can be tapped.
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7.4.2 The Pony Vending Machine

The Pony vending machine4 supports an interface through a proprietary connection.

We were able to interface with it and send it commands through a laptop-PC which

serves as a proxy to it. The laptop-PC runs the vendor application, and may issue

commands to the Pony vending machine through its proprietary interface. The dig-

ital wallet application running on the PalmPilot connects to the vendor application

running on the laptop-PC.

When the PalmPilot connects to the Pony-Vendor (the laptop-PC), the user can

choose from a list of available products. The set of available products is downloaded

onto the PalmPilot as soon as the connection is set up. The user then tells the

PalmPilot directly which item to purchase and which instrument to use for payment.

The PalmPilot then initiates a purchase protocol with the Pony-Vendor. Once the

appropriate funds are transfered to the Pony-vendor it instructs the Pony-vending

machine to dispense the required item. The connection is then closed and the Pony-

Vendor is ready to service the next customer.

7.4.3 pda-PayWord Implementation Details

Withdrawal Protocol

Before being able to make purchases from the vendor, the user must first make a “with-

drawal” from the bank. In our current system, the user takes his or her PalmPilot

to a bank teller and inserts her PalmPilot into a cradle attached to the bank teller’s

computer. The user authenticates herself by entering her password. The user then

enters the withdrawal amount on the PalmPilot, and the PalmPilot generates a hash

chain instrument. It then executes the withdrawal protocol. Since our implementa-

tion uses 5-cent denominations (d = 5), the wallet divides the withdrawal amount

by 5, yielding the hash chain size, k. The wallet then constructs a hash chain in-

strument by generating Y0 ... Yk. Average hash chain generation times for various

4The Pony (short for Prancing Pony) is a vending machine on the fourth floor of the Gates Com-
puter Science Building on the Stanford campus. Similar to the Prancing Pony in J.R.R. Tolkien’s
“The Fellowship of the Rings,” the Pony vending machine is a common place which those in need
of nourishment may go to.
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Amount ($) Hash Chain Size (words) Average time (ms)
5 100 504
10 200 896
20 400 1667
50 1000 3970

Table 7.2: Average Hash Chain Generation Timing Results

field: Yk k d
byte-length: 20 2 2

Table 7.3: Withdrawal Request Message Format

dollar amounts using our 5-cent denomination hash chain instrument are shown in

Table 7.2.

For amounts up to $10, a single 5-cent denomination hash chain instrument might

provide acceptable performance on the PalmPilot; for larger amounts, using multi-

ple hash-chains with larger denominations might be necessary to achieve acceptable

performance.

The user’s wallet then kicks off the withdrawal protocol by sending a signed with-

drawal request to the bank. The user’s password is used to decrypt the her private

key, and the private key is used to sign the withdrawal request. For efficiency, an

ECC-DSA signature is used to sign the withdrawal request. The withdrawal request

is shown in Table 7.3.

The bank receives the withdrawal request, and verifies the signature on the re-

quest. The bank then either deducts the withdrawal amount = k ∗ d from the user’s

“bank account,” or the user gives the bank teller the amount in physical currency. If

the user has the appropriate funds in his or her account, or gives the bank teller the

appropriate amount in non-counterfeit currency, the bank teller approves the trans-

action. Upon approval, a hash chain certificate is sent to the user’s wallet and stored

in the user’s hash chain instrument. Note that the user’s hash chain instrument has

no value without a signed hash chain certificate. The hash chain certificate is also

stored on the vendor’s wallet in a vendor-side hash chain instrument that can be
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field: d k vid Yk sno sublen subject elen expdate siglen sig
byte-length: 1 2 1 20 4 2 variable 2 variable 2 variable

Table 7.4: Hash Chain Certificate Format

d denomination
k hash chain size
vid unique vendor identification number
Yk top word of hash chain
sno unique serial number of this certificate
sublen length of variable subject field
subject ”subject” of this certificate. currently used to store a comment.
elen length of variable expiration date field
expdate text representation of expiration date in ”UNIX” format
siglen length of variable signature field
sig RSA signature of SHA message digest of this certificate

Table 7.5: Description of Hash Chain Certificate Fields

quickly looked up during execution of the purchase protocol. The vendor-side hash

chain instrument also stores the last Yi spent by the user. (In the case that the bank

teller does not approve the transaction, an error message is sent to the user’s wallet.)

Generation of the hash chain certificate requires the bank to generate a signature,

and an RSA signature is used to sign the hash chain certificate in pda-Payword (as

explained in Section 7.3.2); note that this task takes place on the bank-PC. The

PalmPilot verifies the bank’s signature, but does not need to generate a signature

itself. The signature generation time for our 400 MHz dual processor Pentium II

bank-PC was only 50ms on average, and, as we will see, is negligible compared to

the signature verification time on the PalmPilot. The total time for the PalmPilot

to generate and sign the withdrawal request, send it to the bank, and receive a hash

chain certificate in response was 1415ms on the average.

A hash chain certificate is shown in Table 7.4. Many of the fields in the hash chain

certificate have already been described, but a brief explanation of all of them can be

found in Table 7.5.
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Using 512-bit RSA signatures on a 20-byte message digest of the certificate, the

average length of the entire hash chain certificate is 358 bytes. (The length of a 512-

bit RSA hash chain certificate can vary because of the variable subject and expiration

date fields.) The bulk of the certificate is made up of the signature field, which is

302 bytes. Although a 512-bit RSA signature on a 20 byte message digest is only

64 bytes, the signature field also contains the bank’s public key which can be used

to verify the signature (81 bytes), and a public key certificate (151 bytes) signed by

the certificate authority that can be used to verify the bank’s public key. The CA’s

public key is hard coded in the wallet application.

Once the hash chain certificate is received by the user’s wallet, the wallet verifies

the hash chain certificate. Verification of the hash chain certificate took approximately

1000ms in our implementation. Note that two RSA verifications are necessary to check

that a hash chain certificate is authentic: one verification using the bank’s public key

to check the signature on the certificate, and one verification using the CA’s public

key to check the signature on the bank’s public key certificate. The RSA verifications

take just under 500ms each, and hence a total hash chain certificate verification time

of 1000ms is reasonable.

If verification of the hash chain certificate is successful, the certificate becomes

part of the user’s hash chain instrument. (If the hash chain certificate does not verify,

an error message is displayed, and the user should demand his or her money back!)

To summarize, the key components contributing to the total transaction time

of the withdrawal protocol are 1) hashing required to construct the instrument, 2)

ECC-DSA signature of the withdrawal request, 3) communication overhead between

the PalmPilot and the bank, and 4) verification of the hash chain certificate. The

time reqiured for (1) is shown in Table 7.2, and is dependent upon the amount

and denomination being withdrawn. The time required for (2) and (3) combined is

approximately 1415ms, and the time required for (4) is approximately 1000ms.

Hence, withdrawal times range from just under 3 seconds to just under 6.5 seconds

for instrument amounts from 5$ to 50$. From a usability standpoint, these withdrawal

times would seem to be acceptable for most users. 5

5Indeed, for larger amounts, the instrument creation time becomes the dominating factor and can
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field: Yk−j−i i hash-chain-certificate
byte-length: 20 2 variable

Table 7.6: Purchase Request Message Format

instrument amount($) hash iterations required (words) transaction time(ms)
5 70 1090
10 170 1467
20 370 2267
50 970 4580

Table 7.7: Purchase Transaction Times

Purchase Protocol

Once the hash chain instrument’s construction is complete by adding the hash chain

certificate to it, a purchase may be accomplished by having the user’s wallet send

a purchase request to the vendor application. If the user has already spent j hash

words, then to spend the next i words, the user’s wallet sends the purchase request

message shown in Table 7.6 to the vendor application.

The number of hash words to spend, i = price/d, is determined based on the

price of the product the user wishes to buy and the denomination of the hash chain

instrument. Since the hash chain instrument on the user’s wallet only stores Y0, the

user’s wallet needs to compute k − j − i hashes to construct the purchase request

message.

After the vendor wallet receives the purchase request, it retrieves the correspond-

ing vendor hash chain instrument from its Instrument Manager and checks that

h(i)(Yk−j−i) is equal to the Yk−j that it had stored after the instrument’s last use.

Note that the first time the instrument is used, j = 0 and the vendor wallet checks

that h(i)(Yk−i) = Yk. The vendor wallet also checks the validity of the hash chain

certificate that is presented in the purchase request, and if the certificate is valid,

be reduced by using larger denomination coins (choosing a larger value for d). Using multiple hash
chains, each with a different d, can also be employed to reduce the amount of hashing necessary, but
would necessitate the verification of multiple hash chain certificates.
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the vendor wallet stores Yk−j−i in its vendor-side hash chain instrument and sends

back “OK” as the purchase response. If any of the above checks fail, an “ERROR”

purchase response is sent back to the user wallet.

Purchase protocol timing measurements to do a first-time $1.50 buy with 5-cent

denomination hash chain instruments of varying initial sizes are presented in Table 7.7.

7.5 Chapter Summary

Our experiments show that a pda may be viewed as a portable commerce device with-

out tamper resistance that is suitable for small payments. pdas are computationally

more powerful than smartcards. However, since they do not contain cryptographic

accelerators certain operations take longer, and the performance of cryptographic

primitives need to be taken into account when designing commerce protocols for

pda’s. For instance, RSA signature generation is slow, while RSA verification is fast.

On the other hand, ECC-based signature generation is fast while verification is slow.

Based on our experiments in this chapter, commerce protocols can be implemented

to perform transactions efficiently on a pda platform. pda-PayWord is an example

of an implementation of a commerce protocol that is designed to achieve acceptable

performance on a pda by taking advantage of the performance characteristics of both

RSA and elliptic curve cryptograpy on the PalmPilot.

In conclusion:

• The commerce architecture that we described in the previous chapter can be

implemented efficiently, even in a non-web-centric setting where client devices

have constrained processing capabilities;

• both security and performance can be achieved without requiring that the client

device be tamper-resistant; and,

• the client devices can serve as user nodes in a P2P network that also contains

other user, vendor, and bank nodes.
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Conclusions and Future Work

8.1 Conclusion

Various types of P2P systems have been gaining popularity for many applications.

P2P systems have architectures that can be classified as unstructured, structured,

or non-forwarding. As with any distributed system, P2P protocols are subject to

various forms of attacks including denial-of-service attacks. In this dissertation, we

have identified that application-layer denial-of-service attacks can be quite damaging

to P2P networks.

These attacks can be prevented, detected, contained, and recovered from using a

variety of mechanisms. Preventative techniques may not be perfect, and may fail at

preventing some malicious nodes from joining a P2P system. Indeed, in an Internet-

scale system, there are always a few malicious nodes in the system, and the presence

of malicious nodes needs to be treated as a fact-of-life, instead of as an error or

exceptional condition. It may take some time to identify and/or detect malicious

nodes before they can be disconnected from the network. In the interim time between

which malicious nodes join, and are detected and disconnected, we would like to

contain the amount of damage that they can cause to the normal operation of the

network.

To highlight the importance of attack containment techniques, consider an analogy

between the defenses of a P2P system, and national security defenses. On the morning

258
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of September 11, 2001, at the time that the first hijacked airplane hit the North

Tower of the World Trade Center, our nation’s preventative defense mechanisms had

already failed. The FBI, CIA, NSA, and INS had failed to identify and/or detain

the terrorists that had entered the country and had been training to fly commercial

airliners. The hijackers were let through the airport security check points and were

allowed to board with knives on-hand. The first airplane already hit the tower, and

hijackers were already in control of two other planes in the air.

After the first airplane hit the North Tower, it was, in fact, unclear as to whether

or not what had just happened was an accident, or whether or not it was an atttack.

Indeed, it would take the authorities some time to detect exactly what was going

on. And, of course, regardless of whether or not the incident that had just occurred

was an attack, it would take quite some time to recover from the situation, to the

extent that such incidents can be recovered from. Immediately after the crash of

the first airplane, and while the authorities were in the process of detecting exactly

what was going on, it is clear that all possible efforts should have been focused on

containing the effects of the incident, by saving as many lives as possible. Such

containment techniques– whether they be protocols that emergency response teams

should follow, the activation of additional secure radio frequencies and communication

channels for use by authorities to coordinate life-saving efforts, or possible procedures

for emergency scrambling of jet fighters– need to be designed, practiced, tested, and

put in place well-ahead of any such incident.

In a P2P system, it is also important that once malicious nodes have breached

whatever preventative mechanisms have been deployed, and while the existence, lo-

cations, and identities of the malicious nodes are in the process of being detected,

attack containment techniques should be used to minimize the impact of the attack

while detection and recovery algorithms are executing.

In the first part of this dissertation, we have developed and evaluated techniques

that contain appliation-layer denial-of-service attacks in each of the major types of

P2P networks (unstructured, structured, and non-forwarding). For unstructured and

structured systems, we developed a traffic model that captured the key characteristics

of how queries flow through the system. We designed various traffic management
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policies that contained the effects of malicious nodes issuing a potentially large number

of “useless” queries. We also defined metrics by which those traffic management

policies could be evaluated and we used those metrics to build an understanding of the

trade-offs between using various policies. In non-forwarding networks, we identified

that the number of occurences of malicious node ids in the host (pong) caches of good

nodes was the key factor in the success of an application-layer DoS attack, and we

developed and evaluated an ID smearing algorithm and dynamic network partitioning

scheme to mitigate the “poisoning” of caches.

It is important that the application-layer mitigation techniques that we devel-

oped are used in tandem with prevention, detection, and recovery algorithms. After

preventative techniques may have been circumvented, and while a system is under

attack, the techniques that we have developed can be used to provide users with a

degraded quality of service while detection algorithms are concurrently being used to

identify offending nodes and disconnect them from the network. By using a combi-

nation of prevention, detection, containment, and recovery algorithms concurrently,

future P2P systems will not have “turtle shell” architectures in which if just a few

malicious nodes get through an outer shell of defense, they can easily attack a soft

inner core. Given the level of distribution, decentralization, and node autonomy in

P2P systems, containment techniques protect P2P nodes even when some percentage

of the nodes in the network are malicious.

In the second part of this dissertation, we turned our attention to how electronic

commerce might be supported in P2P systems. In a P2P system, nodes may serve

as both consumers and vendors. For example, a node operated by an enterprise

might serve as a vendor for a document editing service, and might be a purchaser of

spelling, grammar checking, and formatting services that are used together to provide

the document editing service. We proposed that P2P nodes use symmetric digital

wallets that can function as consumers or vendors during different points of their

operation (or even at the same time) to execute e-commerce transactions. We propose

an architecture for symmetric digital wallets, and also identify extensibility, device

independence, and client-initiation as important architectural goals for digital wallets.

Finally, we implemented a digital wallet that satisfied these goals, and built an efficient
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digital cash system for micropayments based on our digital wallet architecture.

8.2 Future Work

In this dissertation, we have taken a first step in developing and evaluating con-

tainment techniques for application-layer denial-of-service attacks in P2P networks.

However, there is much future work that can be done in the areas of attack preven-

tion, detection, and recovery. We describe some potential directions for work on these

areas, as well as some further areas in which attack containment should be explored.

• Prevention. In most public P2P systems, such as Gnutella and eDonkey, any

host with an IP address and that can speak the protocol can join the network.

As a result, it is easy for a malicious node to join the network since obtaining

an IP address and obtaining source code that speaks the protocol is very easy.

Organizations such as the RIAA and MPAA have taken advantage of how easily

accessible such systems are to build “crawlers” that identify potential copyright

violators, serve inauthentic content, and conduct various other types of mischief.

Because there are virtually no preventative mechanisms deployed for public P2P

networks, they may be very vulnerable to attacks.

On the other hand, private and proprietary P2P systems such as Groove [78]

can be configured to require each peer to have a certificate and authenticate

itself before being allowed to join the network. Clearly, this approach is heavy-

handed due to enterprise security requirements, and while unauthorized nodes

might be prevented from joining such a network, enterprises are not as easily

able to collaborate with outsiders or access content on public P2P networks.

It might be reasonable to explore a middle ground between not deploying any

preventative measures, and deploying public key infrstructure (PKI) that en-

ables strong authentication to prevent unauthorized parties from joining a P2P

network. One potential future direction might involve using weak authentication

as a preventative measure for a P2P network. One way of implementing weak

authentication might be to provide pseudonyms to nodes.
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A public key certificate used as part of a heavy-handed public key infrastructure

(PKI) may contain a user’s full name address, and other identifying information.

Such public key certificates can be used as part of a “strong” authentication

required before a peer can join a P2P network. A pseudonym-based approach

would involve assigning “ficticious identities” (or pseudonyms) to users that can

be used to log in to a P2P network. Although such an identity is ficticious, what

is important is that the user is given some identity to use when participating in

the network, and that there be some well-defined and secure process to assign

ficticious identities to legitimate users. Illegitimate or malicious users should

not be able to easily obtain a pseudonym, and hence should not be able to easily

participate in the system. Such an approach could be deployed as a preventative

measure that does not require “strong” authentication. Some of the key open

issues in designing a pseudonym-based approach range from how to implement

pseudonyms (i.e. what state does a peer need to store? how does a peer obtain

that state to begin with? how is the state used to authentication? how is

revocation handled?), understanding the level of security that pseudonyms can

provide, and comparing the performance of such a scheme to a full PKI.

Instead of attempting to prevent malicious nodes from joining the network,

another approach might be to make it unproductive or reduce the incentive for

malicious nodes to submit queries. For instance, one could require a node to

solve a cryptographic puzzle before processing its query (as briefly mentioned in

Section 3.4). The intuition behind this approach is that denial-of-service attacks

are possible when clients are able to request a lot of work from the network

without doing any work themselves. If we require that a client must solve a

cryptographic puzzle before submitting a query, we are artificially requiring the

client to prove that it is worth its time and computational resources to execute

the query. An even better approach might be to develop a mechanism that has a

node execute queries on behalf of the network if the network executes queries on

behalf of the node. The general idea behind this approach would be to provide

nodes incentives to execute queries on behalf of other nodes. Reference [195]

takes a first step at studying some potential incentive mechanisms that nodes
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in a Gnutella network could use.

• Detection. In Chapter 5, we studied how our attack containment techniques

could benefit from malicious node detectors (MNDs). It is reasonable to guess

that the traffic management policies we studied in Chapters 2, 3, and 4 may

also be able to benefit from MNDs. At the very least, while nodes might usually

use traffic management policies that optimize for performance, if MNDs report

that the system might be under attack, nodes could switch to using policies

that are more aggressive at containing attacks at the expense of application

performance.

While some approaches towards building implementations of MNDs have been

studied [91, 124], there is much more work to be done in that direction. In

addition, studying how containment and detection techniques can interact and

benefit from each other is an open area for further investigation.

• Containment. While a central focus of this dissertation has been on containment

of application-layer DoS attacks, we see this work as a first step. There are

a number of future directions in which it would be worthwhile to “dig even

deeper.” We list a few below.

– Colluding malicious nodes. While we did study colluding malicious nodes

in non-forwarding P2P networks in Chapter 5, we assumed that malicious

nodes act in isolation, for the most part, in our studies of unstructured

and structured P2P systems in Chapters 2, 3, and 4.

For instance, one way in which malicious nodes may collude in Gnutella

is as follows: if good nodes use a LQF policy, then malicious nodes can

optimize their attack by making sure that no two malicious nodes connect

to a good node. Also, if a PA policy is used by good nodes, then malicious

nodes could collude to coordinate their attack in such a way as to further

maximize the probability that their queries will be selected for processing

instead of a good node’s queries. To protect against attacks in which

malicious nodes collude, one would need to consider how malicious nodes
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would choose how many queries to send to maximize the effect of their

attack if more than one of them connects to a good node. We would then

need to evaluate how our IASes stand up to such attacks, and determine

if they need to be modified to deal with colluding malicious nodes.

– Other attack models. In the attack models that we studied for Gnutella and

Chord, we had malicious nodes generate lots of queries with the intention

of having an overall negative impact on remote work throughput. Also, in

GUESS, malicious nodes posed a threat where their goal was to fragment

the network or provide inauthentic results.

However, one can imagine an attack model in which particular “important”

good nodes are targeted instead of having malicious nodes generally try

to disrupt the operation of the network. For instance, if a particular good

node publishes a document that some government might like to censor, we

might want to study what kinds of attacks malicious nodes can employ

to censor such nodes and/or documents. To defend against such attacks,

we could study what new types of policies might need to be developed to

combat censorship or attacks against particular nodes.

Also, while flooding a system with queries might be one possible behavior

for a malicious node, another might be to attempt to flood the system

with query-hits. For example, a malicious node could inject just a few

queries that will have so many results that nodes may become overloaded

forwarding query-hit messages.

– DoS in Wireless Ad-hoc Networks. Wireless ad-hoc networks have many

similarities with Gnutella-like P2P networks because radio broadcasts are

similar to flooding mechanisms. Our traffic management solutions for at-

tack containment might also carry over the the world of wireless ad-hoc

networks. However, one assumption that we made in our work on un-

strucutred networks is that good nodes at least have the capacity to look

at all of the queries that are arriving on their links. Nodes in a wireless

ad-hoc network must expend battery power and energy even just to look
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at queries that are arriving. If too many queries arrive in a particular time

interval, a wireless ad-hoc node may drain its battery even just looking at

all of the queries arriving. As such, it may make sense to model the act

of looking at queries explicitly, and determining how we might modify our

traffic management policies (perhaps by introducing polling) to contain

DoS attacks in wireless ad-hoc networks as well.

• Recovery. Once malicious nodes have been detected, they need to be discon-

nected. However, the network may have been expecting that the malicious node

should perform particular actions, such as routing. With the absence of the ma-

licious node, the network may need to find a good node to take its place and

re-configure itself by updating routing entries at other nodes. Malicous nodes

that are disconnected can simply be modeled as regular nodes leaving the net-

work, but in the case that a network is recovering from a significant attack that,

say, resulted in network fragmentation, specialized re-construction algorithms

could be employed. In addition, if frequent disconnections take place, or if the

detection algortihms have a high rate of false positives, then the churn may up-

set the stability of the network. In any case, future work on specialized recovery

algorithms may be warranted.

P2P protocols are likely to become more prevalent as more applications of them

are discovered. As with any infrastructural technology, once P2P protocols are re-

lied upon for more applications, it will be imperative that they are designed to be

resilient to attacks. While computer security professionals and cryptographers have

traditionally focused on preventative mechanisms for security, we believe that de-

tection, containment, and recovery techniques are also important as Internet-scale

systems may always suffer from some breaches of preventative mechanisms. We have

developed and illustrated how attack containment techniques can work in P2P sys-

tems in this disseration, and we have outlined some future directions that can be

taken to further study how to prevent, detect, and recover from such attacks.
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In this dissertation, we have studied the containment of DoS attacks in various

P2P networks. The solutions that we have developed and evaluated can be deployed

together with other mechanisms that prevent, detect, and recover from DoS and other

types of attacks. Once a P2P network has been protected from attacks, it can be used

as the basis for commerce between its peers. We have thus also proposed an architec-

ture for commerce in P2P networks, and described a prototypical implementation of

it. The work we have described here takes a step towards providing a solid foundation

for security and commerce within P2P systems. In addition, we expect that our work

will motivate further research that can eventually result in P2P systems becoming as

fundamentally disruptive a technology as the Internet itself.



Appendix A

Graph Topologies

Our evaluations were run on small networks of either 14 nodes (for complete, cycle,

wheel, line, and star topologies) or 16 nodes (for grid and power-law topologies). The

following diagrams are examples of structures for complete, cycle, wheel, line, star,

grid topologies. The particular instance of a power-law topology that we used in our

evaluation is shown here as well.
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Appendix B

Inevitability Proof

In this appendix, we consider a limited version of the GUESS protocol and formally

prove that it is possible for a single malicious node to “poison” the pong caches of all

other nodes if certain conditions hold. In other words, under certain conditions, it is

inevitable that all cache entries in the system can be poisoned.

Section 5.4.5 informally argues that inevitable cache poisoning can occur even with

much less stringent conditions than those discussed here. As a result, system designers

must be very careful when designing GUESS-like resource discovery mechanisms for

distributed systems in which the presence of malicious nodes is expected.

Definition B.0.1 Poisoned Cache. A cache P (Ni, t) is said to be poisoned at time

t if and only if there exists a cache entry m ∈ P (Ni, t) such that m ∈M(t).

To illustrate what can go wrong even in a very simple GUESS network, consider

a simple scenario in which the following three conditions hold:

(1) Malicious Node. There exists a single malicious node Nm, 0 ≤ m < n. Nm has

its own id in its pong cache, P (Nm, 0) = {Nm}. Node Nm always responds with

S = {Nm}, and always chooses X = Y = ∅ when updating its pong cache (that is, it

never updates it!);

(2) Good Nodes. All other nodes are good. Good nodes always choose S = P (Ni, t)

when responding to queries and choose X = P (Ni, t) and Y = S when updating their

pong cache. In other words, good nodes share the entire contents of their pong cache
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with other nodes, and always “trustingly” update the entire contents of their own

pong cache with those received from other nodes; and

(3) Directed Cycle Topology. ∀i, P (Ni, 0) = {N(i−1) mod n} for each good node Ni. That

is, initially, each good node has a single “neighbor” in its pong cache such that every

node is included in exactly one other node’s cache.

If conditions (1), (2), and (3) above hold, then at t = dlog2 ne, ∀i, P (Ni, t) = {N0}.

That is, all pong caches will be poisoned when t = dlog2 ne.

We show that the pong caches of all the nodes will inevitably be poisoned with a

single entry containing the node id of the malicious node if these conditions hold.

The process by which pong caches are poisoned given the conditions in this theo-

rem is similar to that of “pointer jumping” as described in parallel computing litera-

ture. We first prove a useful lemma before proving the inevitability theorem itself.

In the following proofs, we assume, without loss of generality, that m = N0. That

is, N0 is the malicious node.

Lemma B.0.1 “Pointer Jumping Lemma” P (Ni, k) = {Nmax(i−2k,0)}, 1 ≤ i < n

Proof

Base case. For k = 0, P (Ni, 0) = {Nmax(i−20,0)} = {Nmax(i−1,0)} is true by condi-

tions (1) and (3).

Inductive Step. We assume that P (Ni, k) = {Nmax(i−2k,0)}, 1 ≤ i < n, and we show

that P (Ni, k + 1) = {Nmax(i−2k+1,0)}, 1 ≤ i < n. If i = 0, our inductive hypothesis

tells us that P (N0, k) = {N0}. Since N0 is malicious, it does not update its pong

cache as per condition (1), and P (N0, k+1) = {N0}, so we have shown the inductive

step holds for i = 0.

For i ≥ 1, node Ni queries the node specified by its pong cache, P (Ni, k).

That is, Ni queries node Nmax(i−2k,0) by our inductive hypothesis. It receives S =

P (Nmax(i−2k,0), k). Again, by our inductive hypothesis, S = P (Nmax(i−2k,0), k) =

{Nmax(max(i−2k,0)−2k,0)}. If i−2k > 0, then S = {Nmax(i−2k−2k,0)} = {Nmax(i−2∗2k,0)} =

{Nmax(i−2k+1,0)}. If i − 2k < 0, then S = {Nmax(0−2k,0)} = {N0}. However, if

i−2k < 0, then surely i−2k+1 < 0. Hence, in either case, node Ni sets P (Ni, k+1) =

{Nmax(i−2k+1,0)}, 1 ≤ i < n. This completes the proof.



271

Now that we have established the “pointer jumping” lemma, we prove the in-

evitability result.

Theorem B.0.2 “Inevitable poisoning of pong caches.”

If conditions (1), (2), and (3) above hold, then at t = dlog2 ne, ∀i, P (Ni, t) =

{N0}. That is, all pong caches will be poisoned when t = dlog2 ne.

Proof

Let M be the set of nodes Ni for which P (Ni, t) = {N0}.

After the kth time step, M = {N0, N1, ..., Nmin(2k,n)}. After dlog2 ne time steps,

all the nodes in the graph are in the set M .

Base Case. Initially, M = {N0, N1}. N0 ∈ M by condition (1), and N1 ∈ M by

condition (3).

Inductive Step. Assume that after the kth time step, M = {N0, N1, ..., Nmin(2k,n)}.

We will show that after the k + 1st time step, M = {N0, N1, ..., Nmin(2k+1,n)}.

From the inductive hypothesis, we know that P (Ni, k) = {N0}, 0 ≤ i ≤ min(2k, n).

We also know that P (Ni, k) = {Ni−2k}, 2
k+1 ≤ i ≤ min(2k+1, n), due to the “pointer

jumping lemma.”

Hence, each P (Ni, k + 1) = P (Ni−2k) = {N0}, 2
k + 1 ≤ i ≤ min(2k+1, n), and

M = {N0, N1, ..., Nmin(2k+1,n)}. This completes the proof.
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